Integrated modelling of a 6061-T6 weld joint: From microstructure to mechanical properties
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1. Introduction

6xxx series aluminium alloys are widely used (especially in the T6 state) for several applications, thanks to their good combination of formability, damage tolerance and specific strength [1,2] due to a large density of β0 hardening precipitates [3]. However, to assemble parts to produce industrial structures, welding is often used. Welded joint properties are strongly dependent on the post-welding microstructural state [4–7]. This high temperature heat treatment leads to very significant changes in the microstructural state of the material within the Molten Zone (MZ) and the Heat Affected Zone (HAZ); precipitates may grow, shrink, dissolve and/or coarsen, and the mechanical properties of the initial T6 state are lost [7–9]. The integrated modelling of heterogeneous structures has greatly progressed within the last decade (see e.g. the review of Simar et al. [7]). To account for the heterogeneous aspect of the weld, Nielsen et al. [6] and later Puydt et al. [10] machined micro-tensile samples at various positions around the melted zone. Local mechanical properties were later introduced within a Finite Element (FE) framework and compared successfully to the local deformation field obtained by Digital Image Correlation (DIC). However, this approach requires an accurate identification of the position of the weld and each FE calculation is therefore dependant on the welding conditions (geometry, welding energy, steady-state profile, boundary conditions, etc.), restraining the predictive ability of the whole method.

To overcome these limitations, one has to predict the material’s microstructural evolution (e.g. precipitation state) at each FE integration point, for which a coupling between FE and the microstructural model is needed. The first coupling approach, which can provide microstructural information in each integration point, consists of using phenomenological microstructural approaches, such as the so-called isokinetic model proposed by Myhr et al. [11].
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This method was later used and coupled with mechanical models to provide a good evaluation of hardness profiles (see Hirose et al. [12]) or residual deformations after welding [13]. Nevertheless, these models oversimplify the physical mechanisms (nucleation/growth-dissolution and coarsening) [5] and avoid the extension to more complex microstructural-mechanical studies that require the knowledge of precipitate size distribution [7,14]. Hence, to get a complete distribution of precipitates but also to capture it in an adequate manner, even for rapid temperature fluctuations [15], a KWN-type (Kampmann-Wagner-Numerical [16]) model has to be coupled with finite element simulations.

In a previous work [13], an instrumented fusion line experiment was performed by Electron Beam Welding (EBW) in order to calibrate a thermal FE model using the equivalent source approach [17,18]. Conversely the recent studies in literature, a full coupling between FE simulations and the microstructural model is employed to offer a continuum of material properties across the weld, adapted to any kind of 3D transient thermal process. In this paper, an integrated approach, composed of a physical microstructural yield stress and a semi-phenomenologic work hardening model calibrated on anisothermal treatments, is proposed and coupled with the commercial FE software SYSWELD® [19]. This permits the mechanical behaviour of a heterogeneous weld (in terms of the precipitation state) to be addressed. Its goal is to accurately describe fields of the precipitation state, the yield strength and the work hardening resulting from highly non-isothermal treatments. Afterwards, a numerical tensile test is performed on a transverse section extracted from the FE plate where the thermal history is known at each point. The numerical results obtained from this integrated approach will be compared with to the experimental strain fields provided by the DIC method on the heterogeneous structure. To present this coupling, this paper is divided into three parts:

- **Experimental**: To introduce (i) the welding device used to calibrate the FE model [13] and to provide the cross-weld specimens, (ii) the tensile tests performed after anisothermal representative heat treatments [9], and (iii) the DIC experiment performed on the heterogeneous structure.
- **Modelling**: A multiclass precipitation model [9] is presented as well as its coupling with a new semi-phenomenological elastoplastic approach.
- **Simulation**: The thermal FE model is applied on a 6061-T6 blank which contains the mechanical specimen used for cross-weld mechanical simulation. Thus, the numerical Green-Lagrange strain fields will be compared with the experimental ones.

### 2. Experimental investigations

#### 2.1. Fusion line treatment for thermal FE calibration

The first objective of these experiments is to get thermal histories to calibrate a FE thermal simulation of welding and to provide an heterogeneous sample, in terms of precipitation state, to perform a transverse-weld tensile test.

An instrumented Electron Beam (EB) fusion line was performed on a 6061-T6 plate where several K-type thermocouples were fixed. The EB welding device used in this study has a power of 5.47 kW and the relative velocity of the EB source is set to 0.45 m/min. To get a full penetration of the fusion line, a thickness of 20 mm (Z axis in Fig. 1) was chosen for the plate, the other dimensions being 180 × 200 mm (180 mm is in the fusion line direction, see X axis on the macrography in Fig. 1). This plate (its chemical composition is given in Table 1) has been extracted by machining (well lubricated and with low velocity to decrease heat generation [20] and thus the impact on the microstructure) of the upper and lower surfaces from a 30 mm thickness cold rolled aluminium plate, to minimise the potential surface texture due to the cold roll process [21].

To reproduce the thermal field encountered during the process, the thermocouple histories and macrographies of the molten zone were used to calibrate a conical volumetric moving heat source. This methodology will not be described (see Ref. [13]) here. Fig. 1 represents the result of the thermal FE simulation and the comparison with one macrography of the middle section of the plate.

#### 2.2. Hardness measurements

To characterise the post-welding mechanical properties of the weld joint, the Vickers hardness was measured. A semi-automatic microhardness Buehler OmniMet HMS machine was used in the central layer of the welded plate. A 0.3 kg load (applied during 10 s) was chosen in order to obtain small footprints compared with the molten zone size: the diagonal of the footprint for the base material was of the order of 70 μm and spacing between measures of about 0.35 mm.

In order to have an accurate characterisation of the fusion line, it was decided to conduct 9 cross lines in the thickness with a step of 0.4 mm in the HAZ and 2 mm beyond. The measurements were performed on a welded plate which was kept cold (in a freezer) after fusion line and air cooling in order to minimise the natural ageing effects, which are not accounted for in this study.

The obtained hardness map and two 1D hardness profiles are presented in the next section and confronted with numerical ones.

#### 2.3. Cross-weld tensile test and Digital Image Correlation

To improve the mechanical characterisation of our heterogeneous structure, a tensile test was performed on the weld joint and

![Fig. 1. Representation of the mid section of the plate and confrontation between the macrography (left) and numerical results from the calibration presented in Ref. [13]. These thermal results will be used as input for the metallurgical FE simulations.](image-url)
analysed by Digital Image Correlation (DIC). The central section of the welded plate (cf. Figs. 1 and 8) was extracted by electrical discharge machining to get the geometry of the tensile specimen (20 × 200 mm and 4 mm thickness). To permit a DIC measurement, a fine speckle pattern undercoat of mat white paint with black spray over it was applied. One face was painted and, for optimum detection, the specimen was lit uniformly. To obtain good accuracy, a CCD camera with 16 million pixels (4872 × 3248) was used, associated with an AF Micro-Nikkor objective (focal distance 200 mm).

The specimen was deposited between the auto-lock jaws of a Zwick tensile/compressive (capacity 100 kN) machine and then the stretcher was moved at a 0.2 mm/min velocity. The photos were recorded every 2 s during the tensile test thanks to the VicSnap software linked to the testXpertII machine hardware. Although strength was measured, the resulting stresses will not be considered in view of the non-uniformity of the strain field (Fig. 3). The experimental results and set-up are shown in Fig. 2.

The DIC treatment was performed thanks to the Icasoft software developed at INSA Lyon [22] from the undeformed state to the onset of fracture. The pattern of the DIC was square with a size of about 0.4 mm. The in-plane Green-Lagrange (E11, E22 and E12) strain fields are represented in Fig. 3 (pattern size equal to 20 pixels) for the last picture before rupture (displacement 2.2 mm). This state was followed by a localisation of the E11 and E22 Green-Lagrange strains in the molten zone whereas the maximum shear strain were located between the molten and the heat affected zone. Despite a high shearing at the interface between the molten and the heat affected zones, cracking was initiated at porosities on the foot of the weld joint (these porosities occur by gravity during welding when the plate is put horizontally [13]). This crack is initiated after 664 s for a jaw displacement of 2.21 mm (corresponding force is 16.1 kN).

2.4. Tensile test after anisothermal treatment

In order to calibrate a coupled microstructural-mechanical model for welding applications, tensile tests were performed after anisothermal heat treatments, as in Ref. [9]. These tests were conducted thanks to a homemade Joule device mounted on a MTS-809 tensile machine (100 kN load cell). To mimic thermal cycles occurring in the Heat Affected Zone (HAZ), controlled transient heat treatment were realised. These treatments are composed of a heating stage (constant heating rate) up to a Maximum Temperature (mt), followed by a cooling stage (natural cooling, like in a weld). In order to study the effects of both heating rate (r) and Maximum Temperature (mt), two types of cycles were performed:

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Chemical composition of the 6061 aluminium alloy used for the fusion line experiments.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mg</td>
</tr>
<tr>
<td>wt%</td>
<td>1.02</td>
</tr>
<tr>
<td>at.%</td>
<td>1.14</td>
</tr>
</tbody>
</table>

Fig. 2. Measuring device used for the cross-weld tensile test, representation of the force-displacement curve and three representative images of the test performed.

Fig. 3. Strain results provided by the DIC software for the last picture before crack initiation (cf. speckle in Fig. 2). The corresponding displacement is 2.2 mm.
• At fixed heating rate (15 °C/s) and maximum temperature from 200 °C to 560 °C were reached,
• At fixed maximum temperature (400 °C), heating rates from 0.5 °C/s to 200 °C/s were performed.

These thermal cycles, similar to the ones presented in Refs. [9], are typical of thermal cycles occurring in a HAZ [13], and are assumed to be sufficiently representative of the process, to calibrate metallurgical models for these applications.

All the tensile tests, conducted at room temperature after transient heat treatment, are shown in Fig. 5 together with an Armstrong-Frederick fitting (see details in the next section). It was found that the thermal loading considerably influenced the mechanical properties of the specimens. Indeed, the 0.2% yield stress decreased from 280 MPa for the T6 state to 70 MPa when a maximum temperature (mt) of 500–560 °C was reached. For a similar Maximum Temperature, the lower the heating rate the worse the mechanical properties. These effects are associated with the dissolution and coarsening of the hardening precipitates during the anisothermal treatments [9].

3. Modelling

3.1. Modelling strategy

In this section, a semi-phenomenological approach is proposed to reproduce the elasto-plastic behaviour observed during the tensile test at room temperature (Fig. 5) after the transient heat treatments. This model is then used to reproduce the hardness map (Fig. 11) and a tensile cross-weld test (Fig. 3). Its includes a recently developed precipitation-yield stress model used to provide an initial distribution of precipitates in each element of the mesh [9]. Then, the initial yield stress of the alloy is provided as a function of the heat treatment at each integration point. In the last part of this section, this physical precipitation-yield stress approach will be coupled to a semi-phenomenological work hardening model calibrated on anisothermal tensile tests and written as a function of the microstructural state and the mechanical behaviour of the alloy at each integration point.

In this study, a weak coupling between the thermal and the mechanical simulation was used. This hypothesis was chosen because it is assumed that the distortions are small and the mechanical loading does not affect the thermal properties.

Next, a numerical tensile test on the weld joint was performed to reproduce the cross-well tensile test. A confrontation between Green-Lagrange strain field (E) from DIC and FE is finally presented to show the accuracy of this approach and to validate the predicted results.

3.2. Precipitation modelling

The distribution of precipitates can be simulated in each element of the mesh thanks to a recent implementation of a KWN model for β→β′(Mg2Si6–Mg9Si5) hardening rods detailed in Bardel et al. [9]. This multi-class model, well adapted for anisothermal heat treatment [15], consists of three concurrent processes: the nucleation, growth and coarsening of precipitates. This sequence is run for each element to provide the number density and the radius of each rod in the particle size distribution.

The nucleation rate of the class i (dNi/dt) is described by the commonly accepted form proposed:

\[
\frac{dN_i}{dt} = N_0 Z \beta^* \exp\left(-\frac{\Delta G^*}{k_B T}\right) \left(1 - \exp\left(-\frac{1}{\tau}\right)\right)
\]  

(1)

where the shape-dependent parameters are Z, β*, ΔG*: the Zeldovich factor, the condensation rate and the thermodynamic barrier for nucleation. The shape-independent constants (N0, τ) are the number of sites for nucleation and the incubation time [9]. The integration of eq. (1), thanks to an adaptive time step [23], provides the number density Ni of rod precipitates nucleating a radius r_{KBT}:

\[
r_{KBT} = \frac{2\gamma_p}{\Delta g} \frac{2\xi}{3\xi - 2} \frac{1}{\sqrt{4\gamma_p \pi}}
\]  

(2)

**Fig. 4.** Modelling (mod.) strategy and link with experimental (exp.) investigations.

**Fig. 5.** Confrontation between experimental tensile tests (EXP) and an Armstrong-Frederick fitting. Each curve is representative of a specific anisothermal heat treatment: for various Maximum Temperatures (mt) and heating rates (r).
Transmission Electron Microscopy (TEM) characterisations\[9\]. Small Angle Neutrons Scattering (SANS) experimental data and the ratio of the precipitate, the Boltzmann constant, the surface energy the class vat mean atomic volume
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is the diffusion coefficient of element k; \( X_{Mg} \) and \( X_{Si} \) are the matrix solute fraction; \( X_{Mg}^{i} \) and \( X_{Si}^{i} \) are the interfacial equilibrium solute fraction; \( \alpha \) is the ratio between matrix and precipitate mean atomic volume \( \nu_{at} \) \( \left( \alpha = \nu_{at}^{M} / \nu_{at}^{P} \right) \); \( X_{Mg}^{i} = x/(x + y) \) and \( X_{Si}^{i} = y/(x + y) \) are the precipitate solute fraction of a precipitate \( Mg, Si \). The Gibbs-Thomson effect, which describes the precipitate size effect on its stability, is coupled to the growth equation (3) as in Ref. [9]:

\[
\frac{dL}{dt} = 1.5 \frac{D_{Mg}}{2r_{i}} X_{Mg}^{i} - X_{Mg} - 1.5 \frac{D_{Si}}{2r_{i}} X_{Si}^{i} - X_{Si}^{i}
\]

where \( D_{i} \) is the diffusion coefficient of element k; \( X_{Mg}^{i} \) and \( X_{Si}^{i} \) are the matrix solute fraction; \( X_{Mg}^{i} \) and \( X_{Si}^{i} \) are the interfacial equilibrium solute fraction; \( \alpha \) is the ratio between matrix and precipitate mean atomic volume \( \nu_{at} \) \( \left( \alpha = \nu_{at}^{M} / \nu_{at}^{P} \right) \); \( X_{Mg}^{i} = x/(x + y) \) and \( X_{Si}^{i} = y/(x + y) \) are the precipitate solute fraction of a precipitate \( Mg, Si \). The Gibbs-Thomson effect, which describes the precipitate size effect on its stability, is coupled to the growth equation (3) as in Ref. [9]:

\[
X_{Mg}^{i} X_{Si}^{i} y = K_{s} \exp \left( \frac{4 \pi \gamma P_{at} (x + y)}{r (3x^2 - 2) k_{B} T} \right)
\]

Finally, the mass balance allows the solute fraction available in solid solution to be updated, thanks to the precipitation volume fraction \( f_{p} \) in the unit volume:

\[
X_{i} = X_{i}^{0} \left[ 1 + a_{0} f_{p} - f_{p} \right] - X_{i}^{0} a_{f} v \frac{1 - f_{p}}{1 - f_{p}}
\]

The parameters of this model are provided in a previous work [9]. By coupling all these equations (eq. (1) to eq. (5)) and using a resolution scheme described in Refs. [23], the precipitate distribution can be determined in each element corresponding to a given temperature history.

3.3. Yield stress prediction

Knowing the precipitate distribution and the atomic fraction of solute elements in the mesh, a microstructure-based yield stress model can be used (see Ref. [9]. It is composed of several contributions to the yield stress namely: the solid solution \( \Delta \sigma_{SS} \), the grain boundaries \( \Delta \sigma_{gb} \), the precipitates \( \Delta \sigma_{p} \) and dislocations \( \Delta \sigma_{d} \) contributions. These contributions are homogenised in the slip planes thanks to conventional power laws, \( \Delta \sigma_{SS}^{k} = \sum_{i} \Delta \sigma_{SS}^{i} \), where \( k \) is dependent on the difference in size and strength of obstacles for the contributions \( \Delta \sigma_{SS} \) [24]. This total hardening is added to the friction stress of pure aluminium \( \sigma_{0} \). Starink et al. [25] have shown that the grain size contribution is in most cases negligible in comparison to precipitation. This effect is only taken into account here by introducing the initial yield stress of a pure aluminium \( \sigma_{0} = 10 \text{ MPa} \) [26]. The forest hardening \( \Delta \sigma_{f} \) has an important effect on the plastic behaviour of 6061 alloys [14] but, for moderate preformed alloys, this contribution has a weak impact on the initial yield stress [14,27]. So, by assuming a constant mean Taylor’s factor \( (M) \), the macroscopic yield stress can be described as [14]:

\[
\sigma_{y} = \sigma_{0} + R = \sigma_{0} + \Delta \sigma_{SS} + \sqrt{\Delta \sigma_{p}^{2} + \Delta \sigma_{d}^{2} + \Delta \sigma_{SS} + \Delta \sigma_{p}}
\]

were \( R \) is the isotropic contribution. According to the thermal finite element simulation (Fig. 8), the solid solution \( \Delta \sigma_{SS} = \sum_{i} \beta_{i} X_{i}^{2/3} \) and precipitate \( \Delta \sigma_{p} = \sqrt{\Delta \sigma_{p}^{2} + \Delta \sigma_{bp}^{2}} \) strengthening contributions are updated according to [9]:

\[
\left\{ \begin{array}{l}
\Delta \sigma_{sh} = M \left( \frac{2 \beta b u_{i}}{r_{c}} \right)^{3/2} \sqrt{\sum_{i=1}^{8} \sum_{i<j}^{8} N_{i} N_{j}}
\Delta \sigma_{bp} = \sqrt{2M_{b} b u_{i} \sum_{i=1}^{8} l_{i} N_{i}}
\end{array} \right.
\]

where \( \sigma_{sh} \) and \( \sigma_{bp} \) are the expressions for the by-passed and sheared precipitates and \( b, r_{c}, \beta, k_{i}, X_{i}^{p} \) are, respectively, the shear modulus, the Burgers’s vector, the transition radius between the shearing and by-passing precipitate/dislocation interactions [28], the line tension constant and the strengthening constant associated with the weight fraction of solutes in solution.

3.4. Work hardening model

To reproduce the experimental tensile data shown in Fig. 5, a work hardening model is used. For this kind of aluminium alloys
the work hardening is commonly assumed to be isotropic [6,7] because they are based on monotonous tensile tests. However, other contributions affect the elasto-plastic behaviour of aluminium [14]: (i) the grain boundaries produce a non negligible kinematic hardening \( X \), (ii) the dislocation density evolution increases the total isotropic contribution \( R \), and (iii) precipitates affect the isotropic contributions through the slip resistance \( \Delta \sigma_p \) as well as the kinematic hardening.

In a previous study [14], cyclic tests performed on the T6 state (fully precipitated state) demonstrated that no isotropic work hardening occurs because the forest hardening \( \Delta \sigma_d \) term is negligible compared to the precipitate contribution \( \Delta \sigma_p \). During the coarsening/dissolution, this contribution \( \Delta \sigma_d \) increases but its evolution is assumed negligible here. So, for the sake of simplicity, it was chosen here to model the elasto-plastic behaviour though two contributions: (i) a constant isotropic hardening due to solute and precipitates, and (ii) a kinematic hardening \( X \) due to microstructural interactions (such as grain boundaries and precipitates):

\[
\left\{ \begin{array}{l}
R = \Delta \sigma_{ss} + \Delta \sigma_p \\
\frac{\partial n}{\partial \sigma_p} = \gamma \cdot n' \left( 1 - \frac{n}{n' \cdot \text{Sign} (\sigma_p)} \right) \\
X = \frac{C}{\gamma} \frac{n}{n'}
\end{array} \right.
\tag{8}
\]

where \( \gamma \) is the recall term (dynamic recovery, as defined by Chaboche [29]) and \( C \) is given by: \( X = C \sigma_p \), in the absence of recovery. The term \( n \) is the number of dislocations interacting with defects (precipitates or grain boundaries) and \( n' \) is the saturation value of \( n \) [14].

Deriving previous equation (8) leads to the classical form of the 1D Armstrong-Frederick relation [14]:

\[
\dot{X} = C \dot{\sigma}_p - \gamma X \dot{\sigma}_p
\tag{9}
\]

where \( \dot{\sigma}_p \) is the cumulative plastic deformation. Bardel et al. [14] showed that the parameters \( \gamma \) and \( C \) of the Armstrong-Frederick relation were related to the microstructure (precipitation state and/or grain size). In this paper, we will then assume that \( \gamma \) and \( C \) are functions of \( \Delta \sigma_p \), the precipitates contribution to the hardening, which represent here the contribution of the microstructure to hardening. First, \( \gamma \) and \( C \) will be used as fitting parameters to describe tensile tests performed on all microstructural states. Then, these two parameters will be expressed as a function of \( \Delta \sigma_p \) (see eq. (12)).

In order to provide a 3D constitutive law that is further used in FEM, the previous description of plasticity should be described in a tensorial form. As no texture was observed in these samples [13], isotropic plasticity has been assumed, leading to:

\[
\dot{X} = \frac{2}{3} C \dot{\sigma}_p - \gamma \cdot X \cdot \dot{\sigma}_p
\tag{10}
\]

where the cumulative plastic strain rate is \( \dot{\sigma}_p = \sqrt{\frac{2}{3} \dot{\varepsilon}_p : \dot{\varepsilon}_p} \).

The general constitutive set of equations can thus be written as:

\[
\begin{align*}
\sigma &= C (\varepsilon - \varepsilon_p) \\
\dot{\varepsilon}_p &= \lambda \frac{\partial f}{\partial \sigma} \\
f &= J_2 \left( \sigma - X \right) - (\sigma_0 + R) \\
\dot{\sigma}_p &= \frac{\partial f}{\partial \sigma} \\
\dot{\lambda} &= \dot{\sigma}_p
\end{align*}
\tag{11}
\]

where \( C \) is the elastic constants tensor, \( f \) is the yield function, \( \lambda \) is the plastic multiplier and \( J_2 \) is the second deviatoric stress invariant.

Fig. 5 represents the tensile tests performed on all specimens corresponding to all investigated microstructures. As mentioned earlier, these curves have been fitted according to the elasto-plastic formalism derived in the set of eq. (11) with \( \gamma \) and \( C \) being the only fitting parameters. Note that the excellent agreement validates the Armstrong-Frederick formalism used here. The result of the fit is given in Fig. 6, where \( \gamma \) and \( C \) are represented as a function of \( \Delta \sigma_p \), each point corresponding to a given microstructure. It can be seen that both \( \gamma (\sigma_p) \) and \( C (\sigma_p) \) can be relatively well described by second degree polynomial functions:

\[
\begin{align*}
\gamma &= -847.8 \times 10^{-6} \Delta \sigma_p^2 + 0.1695 \Delta \sigma_p + 15.61 \\
C &= -5122 \times 10^{-5} \Delta \sigma_p^2 + 5.456 \Delta \sigma_p + 2168
\end{align*}
\tag{12}
\]

Thanks to this semi-phenomenologic approach, two effects discussed in Ref. [14] were well captured (Fig. 6): (i) the reduction of the hardening modulus with increasing precipitate contribution \( \Delta \sigma_p \) and (ii) the increase in the work hardening saturation for the overaged states (intermediate values of \( \Delta \sigma \) [9]) thanks to the precipitate-induced cross-slip mechanism [7]. This model can be then applied on the cross-weld mechanical test.

4. Finite element simulation

4.1. Thermal simulation

To simulate a tensile cross-weld test is to simulate the thermal history in the structure during welding. To achieve this goal, an equivalent heat source approach was used to replace the complex multi-physic problem by a nonlinear conduction resolution [18], the problem becomes:

\[
\rho(T)C_p(T) \frac{\partial T}{\partial t} = \nabla \cdot (\lambda(T) \nabla T) - Q_i = 0
\tag{13}
\]

where \( \rho \), \( C_p \), \( \lambda \) and \( Q_i \) are the density \( [kg \cdot m^{-3}] \), the heat capacity \( [J \cdot Kg^{-1} \cdot K^{-1}] \), the thermal conductivity \( [W \cdot m^{-1} \cdot K^{-1}] \) and an equivalent internal heat source \( [W \cdot m^{-3}] \) that has been calibrated using K-type thermocouples measurements [13]. Due to symmetry, this FE model has been applied on a half plate (Fig. 8) with a high density of hexahedral 8-nodes and some linear prismatic 6-node elements in the area of interest (the numerical tensile specimen) and a low density in the rest of the geometry (Fig. 7). The tensile specimen introduced in the meshed plate (Fig. 7) is used to perform the tensile cross-weld test after the thermal finite element simulation. As the electron beam welding process induces high thermal...
gradients, a high mesh density was used close to the molten zone and a progressive reduction was used. The mesh comprised 74,569 elements and 67,614 nodes. The dimensions of the smallest element were $0.8 \times 0.5 \times 0.5 \text{mm}^3 \ (x,y,z)$ in the molten zone. The tensile mesh had 7855 elements and 9798 nodes.

In this paper, the calibration of the FE thermal simulation is not presented (all details are in Ref. [13]). Nevertheless, the thermal FE simulation of the welding process is shown and confronted to an experimental macrograph on Fig. 1.

4.2. Microstructural evolution

To simulate the microstructural evolution in this semi-section, certain information had to be provided to our microstructural software (‘nodePreciSo’), such as the thermodynamic and crystallographic data of the alloy (here 6061), its hardening $\beta$-$\beta'$ phases and its initial precipitate size distribution for the T6 state. The microstructural results, in terms of volume fraction and average radius, for this 6061-T6 aluminum alloy subjected to welding treatment are presented in Fig. 10 for a semi-section. In Fig. 9, the atomic fraction of the main alloying elements (Mg and Si) are presented and show the increase of the solute content close to the weld when $\beta$-$\beta'$ precipitates coarsen or dissolve.

4.3. Hardness results

Thanks to the multi-class approach, the thermo-microstructural simulations provide a good representation of the precipitation state for highly anisothermal treatments [9]. The precipitate modelling can then be coupled to the strengthening model presented in eq. (6), and the Vickers hardness (HV) can be approximated thanks to a linear interpolation [730–32]:

$$HV = A_{HV} \cdot \sigma_y + B_{HV} = 0.24 \cdot \sigma_y + 48.5 \quad (14)$$

where $A_{HV}$ and $B_{HV}$ have been identified by the comparison between tensile tests for the T6 and the SSS state and two corresponding hardness points.

The model has been applied on the weld section and comparisons are shown in Figs. 11 and 12. It is shown that the metallurgical modelling coupled with the thermal finite element histories approximates the hardness fairly well after the electron beam welding process.

4.4. Cross-weld tensile results

The precipitation-yield stress model, previously calibrated on
representative non-isothermal heat treatments, was coupled to the thermal FE simulation. First, before the thermal computation, a T6 precipitation state was generated from an 8-h treatment at 175 °C [9] and assigned to each mesh. Next, during each time step, the evolution of the precipitate distribution was computed and the hardening yield stress components \( \Delta \sigma_{SS}, \Delta \sigma_p \) and work hardening constants were updated.

After the thermal simulation, the microstructural state and, therefore, the constitutive laws were known in each integration point, as shown in Fig. 10, the numerical cross-weld tensile test could be performed by applying a global displacement. To avoid any idealisation in the boundary conditions, the experimental displacements from the DIC experiments (Figs. 2 and 3) were imposed to the mesh represented in Fig. 7 and a large strain computation was performed. Note that the residual stresses, previously developed during the fusion line treatment, were neglected here in view of the thin thickness of the sample (a total relaxation is assumed).

The results of this mechanical simulation are shown in Fig. 13. In these results, a confrontation between the numerical and experimental Green-Lagrange (E) strain maps show a very good agreement and validate this methodology to reproduce heterogeneous structural behaviour.

Once the global strain response was validated, the stress field was then provided by the finite element software, as shown in Fig. 14a with the von Mises stress field. The concentration of the equivalent stress was located between the molten and the heat affected zones, which was consistent with the maximum shear strain gradient observed in DIC experiments (Fig. 2). In Fig. 14b, the post-tensile von Mises stresses were also represented to highlight where the plastic strain gradients could be located during the tensile test.

5. Discussion

As previously mentioned, a coupled microstructural-mechanical model was calibrated in order to reproduce the constitutive behaviour of the 6061-T6 alloy for several anisothermal treatments. This semi-phenomenological method is able to predict the strain field encountered across a weld joint. The most important assumptions are:

- The isotropic hardening is accounted for only for the initial yield stress, through the strength increments \( \Delta \sigma_p \) and \( \Delta \sigma_w \) that are not linked to the work-hardening. For cyclic loading, the description of the mechanical behaviour will be less accurate in the molten zone since an isotropic work-hardening contribution can take place. This approximation is also limiting for the physical interpretation of the hardening constants presented in this work. This is why this approach is named semi-phenomenological. For more complex loading cycles, it would be necessary to account for kinematic hardening with a finer description of internal variables.
- The microstructural simulation is limited to the hardening phase \( \beta = \beta' \). A more accurate description could be proposed in order to predict the distribution of each phase separately.
- The Guinier-Preston zones, which nucleate during natural ageing, are not accounted for. For the presented experiments, this phenomenon was limited by preventing ageing of the material before the cross-weld tensile test. Nevertheless, in...
practical applications, an additional age-hardening contribution can arise in the molten zone. The current model, therefore, underestimates the hardening in this zone.

By considering these assumptions as acceptable, this model can be used for industrial applications and may provide a good approximation of the behaviour of welded structures. The application to cyclic loadings should be considered with care since the kinematic/isotropic hardening ratio could evolve with the degradation of the alloy [14]. The prediction for cyclic loadings would be thus gradually less accurate closer to the weld center with a good prediction of the T6 state.

6. Conclusion

A 6061-T6 aluminium sheet was subjected to a fusion line treatment in order to get a heterogeneous structure in terms of precipitation state. Then, a cross-weld tensile experiment was conducted and analysed by DIC to understand the distribution of the strain components in the various weld zones for tensile loading.

In order to reproduce this experiment numerically, two finite element analyses were performed. First, a thermal fusion line computation was used to know the thermal history in the whole plate (which contains the tensile specimen). Next, thanks to a coupling between the finite element software (SYSWELD) and a recently developed precipitation model, the microstructural state in the structure and, consequently, the mechanical properties for each integration point before the mechanical testing were deduced.

The semi-phenomenologic microstructure informed law, proposed in this paper, was only calibrated on the classical tensile test performed after representative heat treatments. Nevertheless the numerical cross-weld simulation provides very good predictions of global strain fields as highlighted by the DIC experiments. Therefore, the proposed approach provides high accuracy predictions of the residual microstructural state and material properties in welded structures.
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Nomenclature

\begin{align*}
N_i & \quad \text{number density precipitate in class } i \ [\text{# m}^{-3}] \\
Z & \quad \text{Zeldovich factor} \\
N_0 & \quad \text{number of nucleation sites per unit volume} \\
T & \quad \text{temperature [K] or [°C]}
\end{align*}
condensation rate

$\Delta G^*$ Gibbs energy change for the formation of a critical nucleus [J]

$k_b$ Boltzmann constant [J/K]

$r_{\text{inc}}$ incubation time

$\delta g$ driving force of nucleation [J m$^{-3}$]

$\gamma_p$ precipitate/interface energy [J m$^{-2}$]

$K_s$ solubility product of the hardening phase

$\xi$ semi aspect ratio of the hardening phase

$l_i$ length of precipitate class $i$ [m]

$\dot{r}_i$ precipitate growth rate [m s$^{-1}$]

$D_k$ diffusion coefficient of element $k$ [m$^2$ s$^{-1}$]

$\alpha$ ratio of atomic volume between matrix and precipitate

$\chi_{mi}$ initial atomic fraction for element $i$ in the matrix

$\chi_{M}^{X}$ atomic fraction for element $i$ in the matrix

$\chi_{I}^{X}$ atomic fraction of $i$ element at the interface between matrix and precipitate

$x, y$ chemical coefficients for the precipitates

$f_{\text{mat}}$, $f_{\text{p}}$ precipitate mean atomic volume [m$^3$]

$\Delta \sigma_g$, $\Delta \sigma_p$ dislocation contribution to strength [MPa]

$\Delta \sigma_{\text{p}}, \Delta \sigma_{\text{p}}$ precipitate contribution to strength [MPa]

$\Delta \sigma_s$ solid solution contribution to strength [MPa]

$\kappa$ Taylor factor

$k_i$ constant for solid solution strengthening for element $i$.

$\lambda_{wt}$ weight percent fraction of element $j$ in the matrix

$r_{\text{cr}}$ critical radius for the shearing/by-passing transition [m]

$\beta$ Burgers vector [m]

$\delta$ dislocation line tension

$\mu$ aluminium shear modulus [MPa]

$X$ Armstrong-Frederick hardening variable [MPa]

$C$ first constant of the Armstrong-Frederick model [MPa]

$\gamma$ second constant of the Armstrong-Frederick model

$\rho$ cumulative plastic strain

$\rho$ volumetric density [kg m$^{-3}$]

$C_p$ massic capacity [J K$^{-1}$ K$^{-1}$]

$\lambda$ thermal conductivity [W m$^{-1}$ K$^{-1}$]

$Q_i$ internal heat source [W m$^{-3}$]
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