Atomistic modeling of an Fe system with a small concentration of C
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Abstract

An Fe–C potential based on the Embedded Atom Method has been derived, adjusted on ab initio data. This potential is dedicated to the study of ferritic FeC solid solutions for low carbon concentrations. This potential has been validated by checking its behaviour in the simulation of C diffusion in α-Fe and by determining the interaction of C atoms with a screw dislocation. The evolution of the matrix lattice parameter versus C content, related to the tetragonal lattice structure has also been evaluated as well as external stress effects on the diffusion energy barrier. The theoretical results are in good agreement with the experimental data available.

© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Carbon is one of the most frequent Foreign Interstitial Atoms (FIA) in the Fe matrix along with nitrogen atoms. Below its solubility limit, the presence of even a very little amount of these impurities in interstitial positions (a few tens ppm), can have a drastic influence on the steel properties, as they build strong interactions with the lattice defects present in the steel. It is well known that the interaction of C with dislocations and/or substitutional atoms has important effects on the yield stress and the subsequent mechanical properties of the materials.

To understand the role of C it is important to characterize its interaction with defects at the atomistic level. This can be done for instance by ab initio calculations [1,2] or using Molecular Dynamics in conjunction with empirical potentials or Monte Carlo simulations.

Some FeC empirical potentials have been derived in the past. Johnson et al. [3] derived two-body central potentials for the FeC systems. The metal–metal and the metal–carbon interactions are described by pairwise potentials (it is now widely agreed that pairwise interactions alone are not appropriate to model metal–metal interaction), and no carbon–carbon interactions was assumed. The Fe–C interaction potential was constructed such that the experimental carbon migration energy in Fe, and the activation volume for that migration, as well as the binding energy of a carbon vacancy dipole were reproduced by the model. Rosato [4] used a more realistic potential for
Fe, based on the tight binding second moment approximation, achieving a better calculation of elastic properties and a more natural agreement with experimental data. For the metal–metal potential he used for bcc Fe a Finnis–Sinclair model, [5] for fcc Fe a Rosato–Guillope–Legrand model [6]. The carbon–metal interaction is also described by a pair potential, and as the author aimed at studying the behaviour of a single C atom, he did not derive any carbon–carbon interaction.

More recently, Ruda et al. [7] derived an embedded atom method potential for FeC. The potentials were adjusted on ab initio calculations from the literature of the metastable carbide FeC in the B1 structure. The authors reproduced the equilibrium lattice constants, the bulk moduli and the cohesive energies for each of the stable and metastable carbides. However this potential finds the tetrahedral sites as cohesive energies for each of the stable and metastable carbides. The authors reproduced ab initio calculations from the literature of the metastable method potential for FeC. The potentials were adjusted on the behaviour of a single C atom, he did not derive any pair potential, and as the author aimed at studying [6]. The carbon–metal interaction is also described by a pair potential, and as the author aimed at studying [6].

One flaw of these potentials is that the Fe part of the model does not predict the correct structure of the screw dislocation core as well as the relative stability of the self interstitials.

Recently, ab initio calculations based on the Density Functional Theory (DFT), have been performed by Domain and co-workers [2] in the ferritic FeC system to determine the interactions of C atoms with one vacancy, the interaction between a self interstitial atom (SIA) and a C atom as well as the interactions between two C atoms. The diffusion properties of C were also investigated. Strong interactions of C atoms with one vacancy were obtained, whereas no significant interaction between the C atom was found with the SIA for the configurations investigated. As for the interaction between two C atoms, it was found to be repulsive for the three configurations explored, in which the C atoms were certainly too close to each other. Some of the configurations investigated in the work of Domain and co-workers [2] have been used in this work to parameterize an FeC potential dedicated to the study of ferritic FeC solid solutions for low C concentrations.

In the first part of this paper, the method used to derive the potential is described. In a second part, the newly derived potential is tested by confronting its prediction with the DFT based ab initio calculations of [2] as well as with other, nonpublished ab initio results, also derived by ourselves.

In the third part, the potential is validated by molecular dynamics and molecular statics simulations. First, calculations of the carbon concentration influence on the iron matrix structure have been performed. Then, the carbon diffusion barrier at 0 K and the carbon diffusion coefficient for various temperatures has been determined. Next, in the purpose of using this potential to model the Snoeck peak (internal friction), the influence of stress on the carbon diffusion barrier has been investigated. Finally, the interaction of a screw dislocation with a single carbon atom positioned in different octahedral sites next to the dislocation is presented.

2. Methodology

2.1. The ab initio database

The ab initio calculations were performed using the Vienna Ab initio Simulation Package VASP [8–10]. They were done in a plane wave basis set, using fully nonlocal Vanderbilt-type ultrasoft pseudopotentials (USPP) to describe the electron–ion interaction [11]. Pseudopotentials simplify electronic-structure calculations by eliminating the need to include atomic core states and the hard potentials responsible for binding them. They allow also the use of a finite number of plane waves. Exchange and correlation were described by the Perdew and Zunger functional [12], adding nonlocal correction in the form of the Generalised Gradient Approximation (GGA) of Perdew et al. [13]. All the calculations were done with this functional. The pseudopotentials were taken from the VASP library. For Fe, the six 3d electrons are considered as valence ones together with the two 4 s. For C, four valence electrons are used: 2 s and 2 p.

The supercell approach with periodic boundary conditions (PBC) was used to simulate point defects as well as pure phases. Brillouin zone (BZ) sampling was performed using the Monkhorst and Pack scheme [14]. The ion relaxations were performed using the standard Conjugate-Gradient algorithm implemented in the VASP code. For the solid solution calculations and the defect calculations, the relaxations were done at constant volume thus relaxing only the atomic positions in a supercell dimensioned with the equilibrium lattice parameter for Fe (2.8544 Å). This allows one to use a smaller plane wave cut-off energy and thus to speed up the calculations without altering the accuracy of the results. The plane wave cut-off energy was 290 eV. The error induced by this lower cut-off energy was checked to be negligible, as can be seen in a previous study of point defects structures in bcc Fe [15].

In all the results presented here, the number of k points (used to pave the Brillouin zone) is the total one and therefore not the number of irreducible k points. In all the tables, the “number of atoms” is more precisely the number of metallic atoms regular sites (as opposed to the number of interstitial sites) in the perfect supercell, i.e. the cell without any vacancies or Self Interstitial Atoms (SIA).

Most of the ab initio data have been published elsewhere [2], however, some unpublished results concerning in particular the interactions between two vacancies and one C atom as well as two C atoms and one SIA have been added to the ab initio database. Note that most of the ab initio configurations were used to validate the potential rather than to adjust it.

2.2. Construction of the potentials

The potentials were built according to the Embedded-Atom Method derived by Daw and Baskes [16,17] using
the ASSIMPOT software [18]. In this scheme, the total energy \( E_{\text{tot}} \) of a collection of atoms is given by

\[
E_{\text{tot}} = \frac{1}{2} \sum_{i,j} \Phi_i(r_{ij}) + \sum_i F_i \left( \sum_{j 
eq i} \rho_j(r_{ij}) \right)
\]  

(1)

Here \( \Phi_i(r_{ij}) \) is the pair-interaction energy between atoms \( i \) and \( j \), and \( r_{ij} \) is the distance between them. \( F_i \) is the embedding energy of the atom \( i \) and \( \rho_j = \sum_{i 
eq j} \rho_j(r_{ij}) \) is the host electron density induced by the surrounding atoms at \( j \) located at the location of the atom \( i \). The electron-density function assigned to atom \( j \) is \( \rho_j(r_{ij}) \). The pair interaction, electron-density and embedding functions depend on the atoms type. A description of a binary system Fe–C requires thus seven potential functions (\( \Phi_{\text{Fe-Fe}}(r) \), \( \rho_{\text{Fe}}(r) \), \( F_{\text{Fe}}(\rho) \), \( \Phi_{\text{C-C}}(r) \), \( \rho_{\text{C}}(r) \), \( F_{\text{C}}(\rho) \), \( \Phi_{\text{Fe-C}}(r) \)). These functions describe the atomic interactions in the pure \( \alpha \)-Fe system, in the pure C system and the pair interactions between atoms Fe and C.

In the frame of ASSIMPOT, these functions are discretized on a mesh or projected on a finite number of functions (see below) and the fitting comes down to determining a finite set of coefficients that yields the minimal deviation between EAM model and the reference data. The optimization is realized with the algorithm derived by Broyden, Fletcher, Goldfarb and Shanno (BFGS algorithm) [19], thus the gradient of the computed properties with respect to the unknown parameters is needed. As this computation can become prohibitively costly in presence of a big number of unknowns, ASSIMPOT computes the so-called adjoint model [20,21], which keeps the cost of the gradient calculation independent of the number of unknowns.

There exist different strategies for generating a potential for binary systems. One is to employ good quality pure-Fe and pure-C potentials constructed separately and fit a cross potential \( \Phi_{\text{Fe-C}}(r) \). The principal problem is that the number of parameters to fit to the properties of intermediate compounds is in our case limited. The other strategy is to optimize all seven potential functions simultaneously by fitting them to the whole set of data available for the system. This strategy provides more flexibility for selecting one compound and fitting its properties more accurately in comparison with other phases of the system.

As the purpose of the potential is to simulate dilute solid solutions, the interactions between C are not crucial and for instance the angular interactions do not need to be taken into account. A potential for \( \alpha \)-Fe has been published recently [22] which has been adjusted on ab initio data and is nowadays commonly admitted to be the state of the art potential for this material. It was thus decided to use this Fe potential and to choose a combination of the first and the second approach, in the sense that during the building of the FeC potential the functions characterizing the pure-Fe potential \( \Phi_{\text{Fe-Fe}}(r) \), \( \rho_{\text{Fe}}(r) \), \( F_{\text{Fe}}(\rho) \) were fixed, while all the other potential functions (\( \rho_{\text{C}}(r) \), \( F_{\text{C}}(\rho) \), \( \Phi_{\text{Fe-C}}(r) \)) were totally free to change.

### 2.3. Parametrization and fitting procedures

For the FeC interaction, the function was chosen to be a linear combination of truncated polynomials of degree 3, as in [23,24]:

\[
\Phi_{\text{Fe-C}}(r) = \sum_{i=1}^{n} a_i H(b_i - r)(b_i - r)^3 \quad 1 \text{ Å} \leq r \leq 3.502 \text{ Å}
\]  

(2)

where \( H \) is the Heavyside function, and \( a_i \) and \( b_i \) the parameters gathered in Table 1. The advantage of this form of function is that it allows to act locally on the function while keeping global regularity.

For C atoms, the electron density was postulated to be of the form

\[
\rho_{\text{C}}(r) = \sum_{i=1}^{n} c_i H(d_i - r)(d_i - r)^3 \quad 0 \text{ Å} \leq r \leq 4.808 \text{ Å}
\]  

(3)

where the \( c_i \) and \( d_i \) parameters are given in Table 2.

Finally, the embedding function was represented by the following function:

\[
F_{\text{C}}(\rho) = F_1 \sqrt{\rho} + F_2 \rho^2
\]  

(4)

where the parameters appear in Table 3.

As the potential aimed at simulating dilute solid solutions, no pair interaction between C atoms was derived.

The parameters were adjusted using the ASSIMPOT code and two ab initio configurations: one where the C...
atom was in a tetrahedral configuration, the other one where the C atom was in an octahedral configuration. The ASSIMPOT code had to reproduce not only the energy of these configurations but also the forces acting on the atoms. At the end of the fitting procedure, the root-mean-square deviation on the forces was on the order of \(10^{-2}\) eV/Å, while the relative error on the energies was on the order of \(10^{-4}\) eV.

Furthermore, to make sure that the octahedral configuration was stable or more precisely metastable, the derivative of the energy versus the lattice parameter and the atomic positions at this precise location was compelled to be 0 during the fitting procedure.

### 3. Test of the potential: confrontations with other ab initio calculations

As stated above, the potential has only been adjusted on two ab initio configurations: one where the C atom was in a tetrahedral configuration, the other one where the C atom was in an octahedral configuration. In this paragraph, we now compare the prediction of the newly built potential with ab initio results not used in the fitting procedure.

Table 4 indicates the relaxation (in percent of \(\Delta d_i/d_0^i\)) around the C in the bcc structure as well as the C migration energy obtained by ab initio calculations, compared to the data obtained with the newly derived potential.

The experimental migration energy of C determined by resistivity measurements, positron-life time measurements or Snoek relaxation lies between 0.81 eV and 0.83 eV [25]. However, Takaki and co-workers by resistivity recovery of high purity and C doped iron finds a higher value of 0.88 eV [26] for a carbon atom in \(\alpha\)-Fe. The ab initio data is in good agreement with the experimental results and the empirical potential agrees also with the experimental measurements, as it was adjusted on the tetrahedral and octahedral configurations (the migration energy of C corresponds to the difference in energy between these two interstitial configurations).

Table 5 gathers the binding energies \(E_b\) for different configurations involving carbon atoms and/or vacancies and/or dumbbells. The binding energy \(E_b(A_1, A_2)\) is defined as the difference of two system energies \(E_{noninterac}\) and \(E_{interac}\): \(E_b(A_1, A_2) = E_{noninterac} - E_{interac}\)

In system noninterac \(A_1\) and \(A_2\) do not interact, i.e. they are situated far enough from each other not to interact. In system interac, \(A_1\) and \(A_2\) interact, and the distance between \(A_1\) and \(A_2\) may be first nearest neighbour distance, second nearest distance as well as other well defined configurations.

Because of the relatively small supercell sizes one has to use in the ab initio calculations, it is rather difficult to make sure that the two entities in system noninterac do not interact even when they are as far as the supercell size allows. Therefore another method has to be used to determine the binding energies. It consists in subtracting from the energy of system interac (where \(A_1\) and \(A_2\) interact), the energy of a system containing \(A_1\) (calculated with a supercell with a size similar to that of system interac.) as well as that of a system containing \(A_2\) (obtained with similar conditions) and that of the supercell with neither \(A_1\) nor \(A_2\). For a supercell containing \(N\) atoms, the binding energy is thus obtained as

\[
E_b(A_1, A_2) = [E(A_1) + E(A_2)] - [E(A_1 + A_2) + E_{ref}]
\]

where \(E_{ref}\) is the energy of the supercell without \(A_1\) and \(A_2\), \(E(A)\) is the energy of the supercell containing \(A_i\) only and \(E(A_1 + A_2)\) is the energy of the supercell containing both \(A_1\) and \(A_2\) in interaction with each other (i.e. the energy of system interac in the previous method). All the supercells contain the same number of metal sites, i.e. have the same size.

When more than two entities interact, the equation is generalised as follows:

\[
E_b(A_1, A_2, \ldots, A_n) = \sum_{i=1}^{n} E(A_i) - [E(A_1 + A_2 + \cdots + A_n) + (n - 1)E_{ref}]
\]

Except when otherwise stated, the reference state of the binding energies presented in this work is always the energy of a supercell without any defects, i.e. a perfect crystal. With such a scheme a positive binding energy means attraction between the entities, while a negative binding energy indicates a repulsion.

The ab initio results for the vacancy-C binding energy (Table 5, configuration a) are in good agreement with the data obtained by Johnson (0.41 eV) [3,27] or by Rosato (0.48 eV) [4] with empirical potentials. However the comparison with experimental results is not straightforward as they are not always very coherent and arise from different techniques. Arndt and Damask [28] examining a neutron...
irradiated Fe found by calorimetric measurements a large binding energy (0.41 eV) of C with a defect, which they postulated to be probably a vacancy. However, Wuttig et al. [29] examined by magnetic measurements the carbon and nitrogen trapping in Fe following low-temperature electron and neutron irradiation. They concluded that interstitial clusters formed during the low-temperature neutron irradiation acted as traps for carbon and nitrogen atoms, whereas vacancies were the trapping defects following electron irradiation. Little and Harries [30] also considered that the binding energy measured by Arndt and Damask [28] very likely corresponded to the binding energy of carbon to an interstitial cluster. On the other hand, Takaki and co-workers [26] doing careful resistivity measurements in very pure Fe and C doped Fe following low-temperature electron irradiation estimated that the binding energy of a carbon atom with a vacancy was 1.1 eV, while Vehanen [31] doing positron-lifetime measurements on electron-irradiated high purity and C doped Fe found 0.85 eV.

Table 5
Binding energies. All the energies are in eV. The calculations except when marked with a superscript ‘a’ were done using 128 atom supercells and 27 k points.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>DFT–GGA: this work</th>
<th>EAM: this work</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>One vacancy–one carbon atom</td>
<td>+0.47(1)</td>
<td>+0.34(1)</td>
<td>+1.06(1)</td>
</tr>
<tr>
<td></td>
<td>–0.01(2)</td>
<td>+0.68(3)</td>
<td>+0.31(2)</td>
</tr>
<tr>
<td></td>
<td>+0.12(2)</td>
<td>+0.99(1)</td>
<td>+0.77(2)</td>
</tr>
<tr>
<td>Two vacancies–one carbon atom</td>
<td>+0.58(1)</td>
<td>+0.26(1)</td>
<td>+0.40</td>
</tr>
<tr>
<td>Two carbon atoms</td>
<td>–0.09</td>
<td>–0.09</td>
<td>–0.19</td>
</tr>
<tr>
<td></td>
<td>–0.65</td>
<td>–0.65</td>
<td>–0.09</td>
</tr>
<tr>
<td></td>
<td>–1.67</td>
<td>–1.67</td>
<td>–0.96</td>
</tr>
<tr>
<td></td>
<td>–0.09</td>
<td>–0.09</td>
<td>–0.11</td>
</tr>
<tr>
<td></td>
<td>+0.13</td>
<td>+0.13</td>
<td>–0.05</td>
</tr>
<tr>
<td></td>
<td>+0.16</td>
<td>+0.18</td>
<td>+0.05</td>
</tr>
</tbody>
</table>

* Calculations done using 54 atom supercells and 125 k points.
The newly derived potential reproduces fairly well the binding energy between a vacancy and a C atom in first and second nearest neighbour position, specially considering the scatter of the experimental results.

The configurations involving two vacancies and one C atom are in rather good agreement except for configurations \( h1 \) and \( c2 \) where the empirical potential gives too high energies as compared to the ab initio results.

When one introduces a second C in the \( \alpha \)-Fe matrix, the most stable configuration appears to be when the atoms tend to lie as far away from one another as possible. This is consistent with the experimental observations that in the Iron–Carbon martensite the carbon atoms are as widely separated as possible [32]. The most repulsive configuration (the least stable) is when the two octahedral sites containing the FIA\(^\text{s} \) are on top of each other, aligned along the shortest direction of the site, and thus along the most dilated direction.

The newly derived potential reproduces very well the ab initio data, in particular the trends except for configuration \( h \) where the empirical potential predicts a slight repulsion whereas the ab initio calculation indicates an attraction. It is important to note thus that, although the potential has been built with the aim of studying ferritic solid solution for low C concentrations, it models very satisfactorily the interactions between two C atoms situated not too far from each other.

The configurations involving one vacancy and two C atoms are in good agreement with the ab initio data except for the fact that the empirical potential is not able to reproduce the covalent bonding (and thus the increase in binding energy) which appears in the case where the two octahedral sites containing the C atoms are first neighbours [2]. This is not really surprising as the “shape” of the EAM potential cannot take into account such a covalent bonding which is directional while the mathematical form of the potential is completely spherical as can be seen in Eq. (1).

Takaki and co-workers [26] estimated the binding energy between a self interstitial atom and a carbon atom to be 0.11 eV. Earlier on, Johnson and Damask [33] calculated that an attractive binding energy of 0.5 eV existed between the \( \langle 110 \rangle \) dumbbell and a carbon atom. In a previous paper [2], three configurations for the interaction between the SIA and the C atom were investigated. For all these configurations, a repulsion was observed. This appeared to be in disagreement with the experimental results mentioned above, but we are far from having explored all the possible configurations, and it is very probable that when the C atom lies further away from the SIA the interaction can be positive. When the C atom is close to the SIA, the newly derived potential fails to reproduce the ab initio calculations correctly as it always predicts an attraction between the two entities, while the ab initio indicates repulsion.

To conclude on this paragraph, the ability of the potential to reproduce ab initio results is fairly good. Let us stress out at this point, that the potential derived with the method described in Sections 2.2 and 2.3, can only be used to study ferritic FeC solid solutions. Indeed, because the scheme adopted does not take into account triplets, it cannot reproduce the directional bonds expected when many C atoms gather together. Furthermore, this potential has been adjusted only on bcc configurations, and by no means can it be expected to treat austenitic alloys.

4. Validation of the potential

4.1. Lattice parameters of the tetragonal structure versus carbon content

The martensitic tetragonal structure provides an opportunity to test the potential as a function of increasing carbon content. Indeed, in the martensite, the carbon free bcc structure of pure iron is transformed to a body centred tetragonal structure, which lattice parameters \( c \) and \( a \) have been proven to vary linearly with the carbon concentration.

In the bcc structure, carbon atoms remain in octahedral sites [34], which are strongly nonsymmetrical. This causes a considerable distortion of the crystal structure, an expansion in the direction of the two first neighbours and a contraction in the perpendicular direction of the four second neighbours.

Molecular dynamics simulations have been performed with the code LAMMPS [35] keeping the number of atoms, pressure and temperature constant (NPT) within periodic boundary conditions with one carbon atom in a ferrite matrix. The simulation box contained 128–2000 iron atoms. The simulations have been run until the system reaches an equilibrium at zero pressure. They have been made at room temperature (300 K) to compare the results obtained with those given by other authors. At this temperature, the potential gives a lattice parameter for pure iron (due to Ackland’s potential [22]) slightly lower (\( a = 0.2855 \text{ nm} \)) than that obtained experimentally (\( a = 0.2866 \text{ nm} \)). In Fig. 1, the simulated lattice parameters \( c \) and \( a \) are plotted as a function of carbon content. They are compared with those given by Cheng [36] from a review.
of many experimental measurements. The potential reproduces exactly the contraction of the lattice (parameter $a$), but underestimates its expansion in the other direction (parameter $c$), except for the very low carbon concentration. Nevertheless, the evolution of these lattice parameters is linear with carbon content. This potential thus reproduces quantitatively (within less than 0.25% error) the carbon induced transformation of the iron lattice from the carbon free centred cubic structure to the centred tetragonal structure.

4.2. Carbon diffusion in ferrite

Many important phenomena in materials science involve the diffusion of impurities. One example is carbon diffusion in iron. Due to its relatively high diffusivity, interstitial diffusion of carbon often controls the kinetics of phase transformations in steels and therefore the resulting microstructure. However, interstitial diffusion may cause problems such as strain aging, embrittlement, and steel erosion. Understanding the interstitial diffusion process in iron may help in understanding the behaviour of steel subject to different environments.

The carbon diffusion barrier at 0 K and the diffusion coefficient were calculated for different temperatures. A conjugate gradient minimisation procedure has been performed to compute the minimum energy path between octahedral sites. As expected, the carbon site energetically favoured is the octahedral site, as shown in Fig. 2, where the minimum energy path is plotted. Note that the transition state (saddle point) corresponds exactly to the tetrahedral site. Fig. 2 shows the minimum energy path and the iron atomic arrangement around the interstitial carbon. The carbon moves from the edge centre (0.0,0.5,0.0) to the other edge centre (1.0,0.5,0.0) via an octahedral and two tetrahedral sites. Note that Ruda et al. Fe–C potential [7] returns accurate mechanical properties but finds the tetrahedral sites as energetically favoured, which is in contradiction with what is usually accepted or found theoretically [2]. The value obtained for the diffusion barrier (0.85 eV) is in good agreement with experimental values [37–39] and quantum calculations [1,2].

In order to compare the carbon diffusion coefficient in bcc iron with experimental data, we also determined it for different temperatures (ranging from 850 K to 1150 K). In the NPT ensemble with 2000 iron atoms and 1 carbon atom, $n_{\text{max}} = 2 \times 10^7$ MD steps were performed using a time step $\Delta t = 10^{-15}$ s (the boundary conditions were periodic and the pressure $P = 0$). The diffusion coefficient was then obtained from the mean square displacements using Einstein’s relation: $6D t = \langle |r(t) - r(0)|^2 \rangle$, where $r(t)$ is the position of the carbon atom at time $t$. The diffusion coefficient was computed from a running average with a 20 ns window. From the knowledge of the successive positions of the carbon atom $r_{tn} = r(n\Delta t)$, the mean square displacement is then given by: $\langle |r(t) - r(0)|^2 \rangle = \sum_{j=0}^{n_{\text{max}}-n} |r(\text{max}) - r(j\Delta t)|^2 / (n_{\text{max}} - n + 1)$. A run of 20 ns is long enough to obtain accurate statistics (i.e. a sufficient carbon jump number and a linear dependence of $\langle |r(t) - r(0)|^2 \rangle$ with time).

The diffusion coefficient follows an Arrhenius law,

$$D = D_0 \exp(-\Delta Q/k_B T)$$

where $D_0$ is the preexponential factor, $\Delta Q$ the diffusion barrier, $k_B$ Boltzmann constant and $T$ the temperature. In Fig. 3 the simulation results are compared with those obtained by Weller [38]. We notice a good agreement between the experimental data and the simulations. The calculated diffusion barrier $\Delta Q = 0.85$ eV is quite similar with the one obtained from the minimum energy path at 0 K, which is satisfactory. We also determined the preexponential factor for carbon diffusion $D_0$ which was found to be equal to $1.36 \times 10^{-6}$ m$^2$ s$^{-1}$. This value remains within the average of those found in the literature ($D_0 = 2.0 \times 10^{-6}$ m$^2$ s$^{-1}$ [38].

![Fig. 2. Minimum energy path for carbon diffusion at 0 K. We can see the local structures of carbon atom (black atoms) in the iron matrix (light grey atoms); initial and intermediate states (octahedral sites 1 and 2) and transition states (tetrahedral sites).](image1)

![Fig. 3. Carbon diffusion coefficient as a function of the inverse of the temperature (1/K). The agreement between the calculated carbon diffusion coefficient (thanks to the running average technique) and the experimental values is remarkably good. The inset shows the projection of all the carbon positions (in the different octahedral sites of the iron matrix) at 850 K. 40 carbon jumps from one octahedral site to another octahedral site have been performed. This is consistent with an Arrhenius behaviour with an activation energy of 0.85 eV.](image2)
3.94 × 10⁻⁷ m² s⁻¹, 1.67 × 10⁻⁷ m² s⁻¹ [25], which vary by about one order of magnitude. Moreover, the inset in Fig. 3 shows the carbon positions in the iron matrix: it can be noticed, once again, that the carbon jumps from one octahedral site to another. All these results prove that our potential accurately reproduces carbon diffusion in ferrite.

4.3. Effects of external stress on the diffusion barrier

Stress has a strong effect on the interstitial diffusion in iron, due to the induced deformation of the interstitial sites. Furthermore, interstitial diffusion may cause phenomena such as internal friction, trapping of interstitial carbon on dislocation, etc. For these reasons, the influence of stress on the diffusion barrier has been investigated.

We first analysed the evolution of the energy barrier ΔQ (using a minimum energy path analysis) with the hydrostatic pressure applied to the system. The same conjugate gradient procedure as introduced in the preceding section has been applied to a system of 2000 iron atoms and 1 carbon atom with various simulation box sizes, leading to various hydrostatic pressures. Fig. 4 shows the linear dependence of the diffusion barrier with respect to the applied pressure. When a negative hydrostatic pressure is applied (as in the case of traction) to the system, the diffusion is faster, due to a decrease of the diffusion barrier. This is easily understandable, as the octahedral site becomes larger and accepts more readily an interstitial atom. Inversely, a positive hydrostatic pressure implies a slower diffusion, due to an increase of the diffusion barrier. Note that the negative pressure has a stronger influence on the carbon diffusion barrier.

Secondly, an uniaxial stress state was applied to the system, in order to study its influence on the diffusion barrier. The simulation box dimensions perpendicular to the traction axis (stress free directions) have been adjusted by minimizing the system energy, to get a uniform uniaxial stress state.

It can be noticed from Fig. 5 that under uniaxial stress, the carbon can be found in two types of octahedral sites (1 and 2) within the iron matrix. In type 1 (respectively type 2) sites, the direction containing the two first neighbours of a carbon atom is perpendicular (respectively parallel) to the traction axis (see (Fig. 5)). Note that under zero uniaxial stress state (or hydrostatic pressure), all the octahedral sites (1 and 2) are equivalent. However, sites 1 and 2 will have different behaviours under uniaxial stress state. Fig. 6 shows the variation of the diffusion barrier when a carbon jumps from an octahedral site of type 1 to an octahedral site of type 2 (and respectively from an octahedral site of type 2 to an octahedral site of type 1) as a function of the applied deformation. As for the hydrostatic pressure, the diffusion barrier varies linearly with the deformation. Moreover, there is an energetically favoured site depending on the applied stress (traction or compression): site 1 is favoured under compression and site 2 is favoured under traction. Indeed, the two first neighbours of site 2 are moved aside under traction, leaving more space for the carbon atom.

Under uniaxial stress, the carbon atoms are no longer equally distributed in octahedral sites, this leads to an anelastic deformation, which can be measured in the so-called internal friction experiment, in which a cyclic uniaxial stress is applied and the carbon induced cyclic strain is determined [40]. By knowing the energy barrier variation as a function of applied stress, the present potential could thus be very useful to model the Snoek peak observed in internal friction experiments.

4.4. Interaction of C atom with a screw dislocation

In bcc metals, 1/2a(1 1 1) screw dislocations are believed to control the low temperature plastic deformation because
their mobility is lower than that of edge dislocations. Therefore, it is of great interest to determine the activation energy required to move a dislocation. This energy barrier might be modified by defects in the crystal, and particularly by carbon in very dilute steels.

The core structure of the 1/2\(a\)111_{\text{i}} screw dislocation in \(\alpha\)-Fe has been examined using the differential displacement method [41] representation for atomic differential displacements. Let us recall that there are two possible configurations for 1/2\(a\)(111) screw dislocations in bcc materials, corresponding to the so called “easy” and “hard” configurations [42]. The “easy” configuration was found to be more stable with our potential (for pure bcc Fe) than the “hard” one [43] and all “hard” screw dislocations thus relaxed into an “easy” one (Fig. 7). Note that the core is compact in agreement with ab initio results rather than exhibiting a degenerated core, asymmetrically spread in the three {110} planes of the [111] zone very often predicted by empirical potentials for Fe (usually referred to as threefold symmetry).

In the calculations, the bcc lattice is oriented such that the first axis lies along the [112] direction, the second one along the [110] direction. Along the [111] direction (which is parallel to the dislocation line) periodic boundary conditions were applied. Free surfaces have been imposed in the other directions to avoid self-interaction of the dislocation. The screw dislocation line was placed at the geometric centre of a triangle and because of its long-range interaction with surfaces, the simulation box used was a cylinder of 39,060 atoms, which axis was parallel to the dislocation line, 27 \(b\) long, and which radius measured approximately 16 \(b\). Note, that another simulation made using a larger box containing 90900 atoms, i.e. 30 \(b\) long and with a radius of 28 \(b\) did not predict any significant changes in the binding energies between the screw dislocation and the octahedral interstitial.

The binding energy between the C atom and the dislocation has been determined employing molecular statics, using the DYMOKA code, and the following formula:

\[
E_b(\text{screw, octa}) = \left[ E(\text{screw}) + E(\text{octa}) \right] - \left[ E(\text{screw + octa}) + E_{\text{ref}} \right] \tag{8}
\]

where \(E(\text{screw})\) is the total energy of the system containing one screw dislocation, \(E(\text{octa})\) the total energy of the
system containing one carbon atom in an octahedral site, \(E_{\text{ref}}\) the total energy of the perfect lattice, and \(E_{\text{screw + octa}}\) the total energy of the system containing both one dislocation and a carbon atom. As is the case for the point defect interactions, a positive binding energy indicates attraction between the interstitial and the dislocation.

The whole system has been relaxed using the quench algorithm [44].

The C atoms have been introduced in the neighbourhood of the dislocation line, in octahedral sites, after an initial relaxation of the dislocation. Except for the three sites the closest to the line (sites 21, 22 and 28 in Fig. 8), where the deformation induced by the screw dislocation is severe, all the sites remain very likely within an octahedral geometry. In this figure, the octahedral sites are coloured following a scheme depending on their binding energy. A preliminary look at the results indicate that the sign of the binding energy depends on the orientation of the octahedral site with respect to the dislocation line. A more thorough discussion will be presented elsewhere.

Fig. 9 represents the relaxed binding energy versus distance to the dislocation line. The final configurations of the dislocation core is shown for each binding energy. It is worth noting that the maximum binding energy found here is 0.41 eV close to the value of 0.5 eV found by Kamber et al. by use of anelastic measurements (Snoek

---

**Fig. 8.** Labelling of the different octahedral sites investigated. The octahedral sites are coloured following a scheme depending on their binding energy.

**Fig. 9.** Evolution of the C–dislocation binding energy versus distance to the dislocation line. The distance is taken between the final position of the C atom after relaxation and the initial position of the line (filled circle). Indeed after relaxation, as the core in many cases spreads out, the position of the line is more difficult to visualise. The initial distance between the C atom before relaxation and the line is marked by a star. The pictures associated to each binding energy show the final configuration of the core. The initial mathematical position of the core is indicated by a cross.
damping peak and the cold-work damping peak) [45]. Cochrardt and co-workers [46] obtained a higher value of 0.75 eV however they used an elastic theory which thus did not take into account the chemical part of the interaction. Our results are thus in very good agreement with the experimental data.

5. Conclusions

An Fe–C potential dedicated to the study of ferritic FeC solid solutions for low C concentrations has been derived, adjusted on ab initio data. Using this potential the diffusion of internal friction Snoek peak have also been obtained. All the results obtained with the newly derived potential are in good agreement with the experimental data. Preliminary data pertinent in the modeling of internal friction Snoek peak have also been obtained.
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