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This paper proposes a numerical alternative to the lengthy experimental approaches typically employed
to characterize delta phase precipitation in 718 alloys. A high-throughput experimental case study is first
performed on cold-rolled alloy 718 of known composition and initial microstructure. Direct resistance
heating is used to generate highly heterogeneous thermal fields, which enables investigation of a wide
range of temperatures with relatively few experiments. Through a coupled finite element and
Kampmann-Wagner numerical model, topographies of delta phase characteristics resulting from the
complex heat treatments are generated. The predicted precipitation state shows good agreement with
scanning electron microscopy observations of the heat-treated samples, demonstrating the validity of the
proposed numerical approach.

© 2018 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Alloy 718 (commonly known as Inconel®1 718) is the world's
most widely used nickel-base superalloy, having extensive appli-
cations in the aerospace, petrochemical, and energy industries [1].
Many of its remarkable properties result from the precipitation of
various intermetallic phases from the g matrix. While the meta-
stable g

00
phase is well-known for its strengthening effect, the stable

d phase is of particular interest with regards to the processing and
in-service characteristics of the 718 alloy [2]. While there is still
ongoing investigation on the effect of d precipitates on the creep
behavior of the alloy [3e5], moderate precipitation of the d phase is
known to reduce the notch sensitivity [6] and inhibit undesired
grain growth during subsequent hot working [7]. For these reasons,
at the design stage, the accurate prediction of d phase character-
istics (such as mass fraction, spatial distribution and precipitate
ise).
oration group of companies.

lsevier Ltd. All rights reserved.
size) is essential.
Classic designmethods rely on existing experimental data in the

form of temperature-time-transformation (TTT) diagrams, phase
fraction evolution curves, or microscopic investigations [8e12] to
predict the d phase characteristics. However, a variety of factors
may influence the precipitation kinetics and thus reduce the val-
idity of such data. For instance, cold rolling has been found to
promote d phase precipitation [13] and affect precipitate
morphology [1]. The d solvus temperature has also been shown to
vary with niobium content [14]. Re-establishing experimentally the
precipitation data to take into account all possible variations in
initial state is cost- and time-prohibitive. Indeed, the commonly
used static method [15] involves isothermal treatments at various
temperatures for up to 100 h [8], followed by fine-scale micro-
structural characterization [10]. Recent developments in high-
throughput experimental techniques (e.g. the use of highly het-
erogeneous thermal loads [16] or combinatorial samples [17]) aim
to reduce the time needed to construct such material libraries.
Notably, the use of Joule heating to attain high temperatures allows
significantly shorter heating and holding times (in the order of
seconds or minutes) compared to traditional furnace heating.
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Table 1
Composition of the alloy used in the experimental case study.

Element Ni Cr Fe Nb Mo Ti Al Si Co Mn Cu P C Ta

wt% 53.27 18.67 18.29 5.07 3.00 0.95 0.58 0.05 0.03 0.03 0.03 0.01 0.01 0.01
at% 52.59 20.80 18.98 3.16 1.81 1.15 1.25 0.10 0.03 0.03 0.03 0.02 0.05 � 0

Fig. 1. Nodal temperature field (in �C) at the end of holding for the 970� C/1800 s
sample.
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There is also strong interest in developing computational tools
as they are capable of predicting the effect of variations in initial
state or composition. Liu et al. [13] used the Avrami formalism [18]
to model the effect of cold rolling and holding temperature on the
d phase fraction evolution. However, their approach only gives a
phenomenological description fitted to a single configuration.
Compared to this approach, precipitation models based on physical
mechanisms at play are preferred, as they can provide a complete
description of the evolution of different parameters of interest.
Among the theoretical frameworks used in the past, Kampmann-
Wagner Numerical (KWN) models [19] have been used to accu-
rately predict the evolution of precipitate size, density, volume
fraction, etc. in a simple and versatile manner [20]. Stockinger et al.
[21] successfully applied the diffusion-controlled growth theory to
reproduce the d phase dissolution kinetics in alloy 718. Wu et al.
[22] and Radis et al. [23] simulated the precipitation of various
intermetallic phases including d in alloys 718 and 718Plus respec-
tively with KWN models. However, these work only focused on
precipitation in strain-free alloys and do not account for the effect
of cold rolling.

This paper proposes a novel approach combining Finite Element
(FE) and KWN modeling to predict d phase characteristics in sam-
ples submitted to heterogeneous heat treatments. An innovative
high-throughput experimental technique inspired by Campello
et al. [16] is used to demonstrate the applicability of the approach,
through a case study conducted on 30% cold-rolled alloy 718
samples. The current work focuses specifically on modeling the
effect of cold rolling, initial grain size and composition on d phase
precipitation in alloy 718. The particular case of hot forging is not
covered here as the phenomena of grain deformation, d phase
dissolution, and precipitate breakage are present during forging
[24].

Section 2 of this paper describes the high-throughput experi-
mental method, in which direct resistance heating was used in this
study to apply highly heterogeneous temperature fields to 718 alloy
sheets. Microstructural characterization was then performed via
scanning electron microscopy (SEM) and image processing. Section
3 describes the coupled FE-KWN models used to predict the
resulting d phase characteristics, which adapted recent de-
velopments in KWN modeling (e.g. Refs. [25,26]) to account for
heterogeneous nucleation and non-spherical precipitates. The
experimental and numerical results for the case study are
compared in Section 4 to illustrate the reliability of the proposed
approach in obtaining fast, precise, and robust predictions of
d phase characteristics.
2 Gleeble is a registered trademark by Dynamic Systems Inc.
2. Experimental technique

In this section, the high-throughput experimental technique is
presented via a case study of short-term d precipitation on cold-
rolled alloy 718.

2.1. Material and sample preparation

The composition of the alloy used in this study is given in
Table 1. Cast ingots were hot and cold rolled progressively into thin
sheets, before undergoing a continuous solution treatment above
1050� C. Deleume et al. [27] observed for a similar process a grain
size of ASTM 8e9 (x 20 mm) at this stage. The obtained metal
sheets were further submitted to 30% cold rolling to achieve the
final thickness of 0.27mm.

Samples with lateral dimensions of 142mm by 50mmwere cut
parallel to the cold rolling axis. Ultrasonic cleaning was performed
first with acetone, then with ethanol. Type K thermocouples were
then welded to the central point and to various points on the lon-
gitudinal axis.

2.2. Heat treatments

Joule heat treatments were conducted on the samples using a
Gleeble®2 3500 thermo-mechanical simulator. During each treat-
ment, the sample was held at both ends by four copper grips cooled
to 10� C. The apparatus was filled with argon tominimize oxidation,
and a constant tensile force of 100 N was applied to the sample to
prevent buckling upon thermal expansion. Samples were heated at
a rate of 4.58 s�1 such that the temperature at the central point
reaches the desired holding temperature (two different holding
temperatures, 920� C and 970� C, were used in this study). They
were then held for various holding times up to 60min. Upon
completion of the program, heat loss via conduction in the copper
grips led to extremely fast cooling rates (of the order of �400� C
during the first 5 s). FE modeling was used to obtain the full tem-
perature fields, an example of which is shown in Fig. 1 (details on
the model development and validation are given in Section 3.1).

The wide range of temperatures produced shows that the Joule
heating method can indeed drastically reduce the number of
heating cycles needed to cover the temperature range of interest for
d precipitation, which lies approximately between 700� C and
1000� C [3]).

2.3. Microstructural characterization

The d phase was observed with SEM in Back-Scattered Elec-
trons (BSE) mode at various points along the longitudinal axis,
where the holding temperature gradient is the steepest. Metal-
lographic specimens were machined from the heat-treated
samples such that the longitudinal section is exposed. They
were then hot-mounted in conductive resin, grounded and pol-
ished down to a 1 mm finish, and cleaned with acetone. A Zeiss
Supra 55 V P microscope was used with an accelerating voltage of



Fig. 2. Example of the application of the image processing method on the central point of the 970� C/1800 s sample. (a) Original SEM micrograph, (b) the corresponding binarized
image, and (c) precipitates identified via particle analysis.
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15 kV. Due to their chemical composition, in this mode, the
d precipitates appear white against a dark matrix. For each
measurement point, around 30 images with a magnification of
3500� and a pixel size of 30 nm, spanning a zone roughly 200 mm
wide, were captured with a semi-automatic set-up.

The public-domain software ImageJ (version 1.51n under the Fiji
distribution [28,29]) was used to threshold and binarize the ob-
tained SEM micrographs. The precipitate volume fraction is taken
to be equal to the area fraction [30] measured with the built-in
particle analysis function. Particles of area less than 50� 50 nm2

were excluded; the contribution of d precipitates below this size to
the total area fraction has been verified to be negligible. Fig. 2
shows an example of the application of this process. With this
method, more than 3000 particles are analyzed at each measure-
ment point, with each particle comprised of 30 pixels on average.

3. Numerical models: development and calibration

The numerical approach proposed in this study predicts the
d phase characteristics in cold-rolled alloy 718 for any thermal
process, irrespective of the heat treatment, geometry, or composi-
tion involved. For demonstration purposes, the approach is applied
here to the experimental study conducted in Section 2. The strategy
used to develop and validate the proposed approach, outlined in
Fig. 3, is as follows:

1 Model the heat treatment with the FE method to predict the
thermal history of the whole sample.

2 Validate the thermal history with temperature measurements
taken during the heat treatments.

3 Develop and calibrate a KWN d precipitation model.
4 Assuming one-way coupling between the temperature and

microstructure, run the KWNmodel with the composition, grain
size, cold rolling reduction ratio and thermal history at every
node of the FE model.

5 Validate the precipitation state with the results of the SEM
phase analysis.
3.1. Finite element modeling of the heat treatments

A FE model of the heterogeneous heat treatments was devel-
oped using the general-purpose finite element software Abaqus®/
Standard by SIMULIA®3 (version 6.14e5 [31]), with the aim of
reproducing the thermal history of the whole sample during the
Gleeble heat treatments. Due to the presence of unknown param-
eters, an inverse optimization method was used similar to the what
was done by Zhang et al. [32].
3 Abaqus and SIMULIA are trademarks or registered trademarks of Dassault
Syst�emes or its subsidiaries in the United States and/or other countries.
3.1.1. Geometry and mesh
In addition to the heat-treated alloy 718 sample, the copper

grips and thermocouples were also included in the FE model, as
shown in Fig. 4(a). Linear elements with displacement, tempera-
ture, and electrical potential degrees of freedomwere used to mesh
the different parts. For the sample, a mesh sensitivity study led to
the choice of Q3D4 tetrahedral elements of global size 2mm, with a
refinement by a factor of 10 in the central zone (Fig. 4(b)). The
copper grips and thermocouples were meshed with Q3D8 brick
elements of size 2mm and 0.125mm respectively.

3.1.2. Key boundary conditions
3.1.2.1. Contact. As the thermocouples are welded onto the sample
surface, a tie constraint is imposed between them. On the other
hand, a rough, non-separating contact with interface conductances
is applied between the grips and the sample. A relatively low
thermal conductance value of 10W,m�1,K was identified via the
method in 3.1.4, which can be explained by the contact surface
roughness and prior oxidation of the grips. For the electrical
conductance, an arbitrarily high value of 1� 1010W,m�1,K was
used.

3.1.2.2. Temperature. The inclined surfaces of the copper grips were
fixed at 10� C to simulate the cooling by the jaws. The temperature
at the tips of the thermocouples were fixed at room temperature
(20� C).

3.1.2.3. Voltage. The voltage profile was applied by varying the
electric potentials on the inclined surfaces of the copper grips.

3.1.2.4. Losses. Heat loss from the sample to the surroundings via
radiation and convection is modeled. The sink temperature was set
as 20� C.

3.1.3. Governing equations
The transient fully coupled thermal-electrical analysis
Fig. 3. Outline of the strategy used to develop and validate the proposed approach.



Fig. 4. Geometry of the FE model (a), with the tetrahedral mesh used on the sample
model (b).

Table 2
Material data used as input for the FE model, with the temperature ranges onwhich
the literature values were given.

Properties Temperatures Ref.

Thermal conductivity 21� 1093� C [37]
Elec. conductivity 21� 1093� C [37]
Specific heat capacity 21� 1090� C [38]
Linear expansion 20� 871� C [39]
Density 20� 871� C [39]
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procedure was used to solve for the thermal history at each node.
As no phase change occurs during the heat treatments, the energy
conservation equation is written as (1) for a material of density r,
specific heat CP , and thermal conductivity l:

rCP
dT
dt

� V,ðlVTÞ ¼ Pelecv (1)

where T is the temperature in K, V is the del operator, and Pelecv is the
volume heat source associated with Joule heating, defined as (2):

Pelecv ¼ ðV4Þ,k,ðV4Þ (2)

where 4 is the electric potential and k is the electrical conductivity
tensor.

At the sample surface, the radiative and convective heat losses
to the environment are taken into account as per (3):

�lVT ¼ εsSB

�
T4 � T4∞

�
þ hconvðT � T∞Þ (3)

where ε ¼ 0:5 is the emissivity [33],
sSB ¼ 5:67� 10�8 W,m�2,K�4 is the Stefan-Boltzmann constant,
T∞ is the sink (ambient) temperature, and hconv is the convective
heat transfer coefficient, calculated following horizontal plate
natural convection formulae [34].

Temperature-dependent material behavior was implemented
for the alloy 718 sample based on literature data (see Table 2 for the
sources used). On the other hand, reference values at 20� C were
taken for the copper grips [35] and the thermocouple wires [36], as
their temperatures remain mostly constant throughout the treat-
ments. All materials in this study were assumed to be isotropic.
3.1.4. Calibration and validation of the FE model
The actual voltage applied during heating is unknown as the

Gleeble represents its power output as an angle between 0� (min-
imum) and 90� (maximum). As such, the voltage profile and the
thermal conductance at the grip-sample interfaces had to be cali-
brated to reproduce the thermocouple measurements along the
longitudinal axis.

Fig. 5(a) shows a typical evolution of the Gleeble power output,
which allows one to distinguish the heating, holding and cooling
phases. The modeled voltage profile consists of a linear ramp dur-
ing heating, constant voltage during holding, followed by a step
down to zero. As the heating, holding and cooling times are known
from the experiments, the voltage profile can be constructed from a
single parameter: the holding voltage.

The Nelder-Mead algorithm [40] was used to solve the inverse
problem by finding the holding voltage and interface thermal
conductance that minimizes the RMS difference between the
simulated and measured temperature gradients at the end of
holding. Fig. 5(b) shows a good agreement between the measured
thermal history at the central point and that predicted with the
calibrated values. The discrepancy at the start of heating is of little
consequence in the present study as the temperatures are below
700� C, and do not significantly affect the predicted d phase pre-
cipitation kinetics.

Fig. 6 shows that the model predictions lie within 1% of the
experimental temperature values in�C. The uncertainty in the
thermocouple measurements arises from the fluctuations in the
readings and the precision of the thermocouples.
3.2. d phase precipitation modeling

The main challenges in modeling d phase precipitation are
linked to the complexities in the nucleation process, several of
which are elaborated here. The d phase has been frequently
observed in the form of spheroids, needles, or plates [41,42],
precipitating either through transformation of the g

00
phase or

directly from the g matrix depending on the temperature [43].
Heterogeneous nucleation at grain boundaries [3], slip bands [44],
and stacking faults in the g

00
phase [43] has been reported.

Furthermore, Liu et al. [13] showed that cold rolling promotes not
only the direct precipitation of the d phase from the g matrix, but
also the g

00
to d transformation at lower temperatures. Jouiad et al.

[45] found evidence of dislocations acting as diffusion pipe-lines for
Nb solutes, which supports the first observation by Liu et al. [13].

A KWN model was developed in this study such that for a given
cold rolling reduction, composition and initial grain size, accurate
predictions of d phase characteristics can be obtained. PreciSo, a
Cþþ implementation of the “Lagrange-like multi-class approach”
described by Perez et al. [20], was used to compute the d phase
characteristics of interest. The model was calibrated for the effect of
cold rolling with experimental data from Liu et al. [13], chosen for
the wealth of information in their work. Further validation was
performed with the classic TTT diagrams for strain-free alloy 718
[8e12], as well as in Section 4 with the results of the experimental



Fig. 5. Calibration of the voltage profile. (a) Typical evolution of the Gleeble power output during heat treatments, with the dark line representing the modeled voltage profile. (b)
Comparison between the measured (EXP) and predicted (SIM) thermal histories at the central point for the 920� C sample.

Fig. 6. Comparison of the temperature predictions of the FE model (SIM) against
thermocouple measurements (EXP) along the longitudinal axes of the 920� C/1800 s
and 970� C/1800 s samples; X¼ 0mm corresponds to the central points.
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case study.

3.2.1. Description of the KWN model
Inspired by Wu et al. [22]'s approach, two populations of d pre-

cipitates are considered in the present work so as to capture the
aforementioned complexities. One population was modeled to
nucleate exclusively on dislocations (noted ddisl); while the other
population was assumed to nucleate only on grain edges4 (noted
dedge). This latter hypothesis is particularly true in the high tem-
perature domain (� 900� C and above; see Section 4.1).

The following hypotheses were used in the current model:

� The chemical formula NixNby with x ¼ 3 and y ¼ 1 was used for
the d phase. As nickel is present in abundance in the matrix,
precipitation is supposed to be limited only by the diffusion of
niobium.

� The only phases modeled were dedge and ddisl; the association of
a g

00
model to the present one will be detailed separately in a

future work. The presence of other intermetallic phases was
supposed to have no influence on the d phase precipitation.

� The geometry of dedge was modeled as spherical, while ddisl was
modeled as needle-shaped (see Fig. 7). The aspect ratio is
defined as q ¼ L=rp, where L is the length and rp is the cross-
sectional radius of the precipitate. In this model, the aspect ra-
tio for both populations of dwere defined as qedge ¼ 2 and qdisl ¼
7:6, estimated based on past work [1,3,22] as well as the results
of Section 4.1. Both parameters are supposed constant with
respect to time and temperature as a first-order approximation.
Fig. 7. Model of needle-shaped precipitates as cylinders of radius rp and length L� 2rp
capped at both ends by hemispheres of radius rp [25].
3.2.2. Nucleation
As two d phase populations are modeled, the subscript j is

introduced in the following equations to denote either edge or disl
depending on the nucleation site. When qj ¼ 2, the terms in f,g
become unity, giving the classic equations for spherical
precipitates.

Bardel et al. [25] expressed the critical radius r�pj (4) and the
nucleation energy barrier DG�

j (5) as follow:

r�pj ¼ �2Gj

Dgj
,

(
2qj

3qj � 2

)
(4)

DG�
j ¼ fj,

16
3

pG3
j

Dg2j
,

8><
>:

2q3j�
3qj � 2

�2
9>=
>; (5)

where Dgj is the chemical driving force for nucleation and Gj the
matrix/precipitate interface energy. fj is the heterogeneous
4 Grain edges, as defined by Lorimer [46], are linear intergranular defects also
known as triple junctions.
nucleation coefficient, which represents a reduction of the nucle-
ation barrier at grain edges [46] compared to dislocations:

fj ¼
�

1; if j ¼ disl
0:2; if j ¼ edge

(6)

The classical nucleation rate Jnj is expressed as:

Jnj ¼ N0jZjb
�
j exp

 �DG�
j

kbT

!
,

"
1� exp

 
�t
tj

!#
(7)

where N0j is the nucleation site density, b�j is the condensation rate,
Zj is the Zeldovich factor, and tj ¼ 2=ðpZ2j b

�
j Þ is the precipitate in-

cubation time. Zj and b�j are calculated by (8) and (9) respectively:
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Zj ¼
vpatðxþ yÞ
2pr�2pj

ffiffiffiffiffiffiffiffi
Gj

kBT

s
,

( ffiffiffiffiffiffi
8q

p
3q� 2

)
(8)

b�j ¼
4pr�2pj
a4

XNbDNb (9)

The temperature-dependence of the diffusion coefficient of
niobium in the matrix DNb is assumed to follow an Arrhenius-type
relation:

DNb ¼ D0
Nbexp

�
� QNb

RT

�
(10)

To compute the real nucleation rate, one has to consider that
both dislocations and grain edges may act as “short circuits” for
solute diffusion. Perrard et al. [26] suggested two possible scenarios
when a solute atom from the bulk arrives on a short circuit: the
atom either forms a new precipitate, or diffuses rapidly along the
dislocation to feed the growth of an existing one. A corrected
nucleation rate is introduced:

dNj

dt
¼ Jnj,

"
1� exp

 
�

r2j Jnj
2N3

j ðDNbÞj

!#
(11)

where Nj is the instantaneous precipitate density, rj is the dislo-
cation or grain edge density, and ðDNbÞj is the diffusion coefficient of
niobium along the short circuits [26], taken here as ðDNbÞj ¼ 107DNb
for both j ¼ edge and j ¼ disl.

Note that the current model does not directly account for the
effect of misfit strain energy on precipitate nucleation. Instead, the
Gj and fj can be understood here as effective parameters that
include the effect of strain energy, an approach that has given
satisfactory results in previous works [20,25].
Fig. 8. Evaluation of the solubility product coefficients A, B and C via polynomial fitting
to data from the literature [10,13,21,50]. Here A ¼ 5:66� 104K, B ¼ 23:8, and C ¼
2:95� 107K2.
3.2.3. Growth
The growth of dedge follows the classic equation for spherical

precipitate growth (12):

drpedge
dt

¼ ðDNbÞedge
rpedge

XNb � Xi
Nb

aXp
Nb �

�
Xi
Nb

�
disl

(12)

where XNb, Xi
Nb and Xp

Nb are the atomic fractions of niobium in the
matrix, at the interface, and in the precipitates respectively; and
a ¼ vat=v

p
at is the ratio between the matrix and precipitate atomic

volumes.
On dislocations, ddisl precipitates are modeled as needle-shaped

and thus their growth follows (13), the adapted Zener-Hillert
equation for needles [25]. More complex and complete treat-
ments of the growth of non-spheroidal precipitates can been found
in Refs. [47e49].

dLdisl
dt

¼ 1:5
ðDNbÞdisl
2rpdisl

XNb � Xi
Nb

aXp
Nb �

�
Xi
Nb

�
disl

(13)

The equilibrium atomic fractions at the interface are calculated
taking into account the Gibbs-Thomson effect (14), with r0j (15)
being the capillary length:

Xix
Ni,X

iy
Nb ¼ Ks,exp

 
r0j
rpj

!
(14)
r0j ¼
2Gjv

p
atðxþ yÞ
kbT

,

(
2qj

3qj � 2

)
(15)

The solute concentrations are given by the solubility product Ks,
which varies with temperature according to the quadratic Van't
Hoff equation:

log10Ks ¼ �A
T
þ Bþ C

T2
(16)

where A, B and C are coefficients to be determined.

3.2.4. Calibration of the KWN model
While most of the input parameters required by the KWN model

arewell-documented, data on a fewothers are scarceornon-existent.
The calibration of these parameters, based on the work of Liu et al.
[13], is presented in this section. Models are proposed for their
calculationwherenecessary, taking into account theirdependenceon
the degree of cold rolling, composition and initial microstructure.

3.2.4.1. Solubility. Thesolubilityproduct coefficientsA,BandC in (16)
can be obtained by performing a polynomial regression on literature
data of Ks, shown in Fig. 8. As Ks theoretically only depends on the
temperature and should not vary with the alloy used, aggregating
data frommultiple sourcesgivesavalueofKs supposedlyapplicable to
anycomposition of alloy 718. The effect of the compositionon dphase
precipitation is thus implicitly taken into account.

3.2.4.2. Diffusion of niobium. Past work frequently refer to the
diffusion coefficients of niobium measured by Ref. [51] or [52];
however these values are for the diffusion of niobium in pure nickel
and are not necessarily valid in the presence of other alloying ele-
ments [53]. For niobium diffusion in alloy 718, Devaux et al. [54]
found Q ¼ 272 kJ,mol�1, lower than 298kJ,mol�1 measured by
Han et al. [55]; the difference was attributed to the difference in
niobium composition (weight fraction 5.3% [54] against 4.94% [55]).
In the present model, as the niobiumweight fraction is 5.1%, Q was
taken as 286kJ,mol�1, with D0

Nb ¼ 8:8d� 5m2$s�1 following the
example of Devaux et al. [54].

3.2.4.3. Nucleation site density. In the current model, the nucle-
ation site density increases with cold rolling, due to grain



Table 3
Input parameters used to validate the d precipitation model with experimental data
by Liu et al. [13].

Param. Values Ref.

dedge ddisl

qj 2 7.6 This study

N0j ½m�3� Eq. (17) Eq. (18) This study

Gj ½J,m�2� 0.1 Eq. (19) [21], This study

a ½m� 3.6077� 1010 [13]
vat ½m3� 1.1739� 1029 [13]

vpat ½m3� 1.2312� 10�29 P [57]

D0
Nb ½m2$s�1� 8.8d� 10�5 [52,54]

QNb ½J,mol�1� 2.86� 105 [54,55]

A ½K� 5.66� 104 [10,13,21,50]
B 23.8

C ½K2� 2.95� 107

5 The equilibrium mass fraction is obtained by simulating extremely long holding
times (>108 s) with the current model.
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deformation and the creation of dislocations. Without quantitative
data on this phenomenon, simplified models (demonstrated in
Appendix A) were used to calculate the evolution of nucleation site
density with cold rolling reduction ratio R. The pre-rolling grain
size d and initial dislocation density r0disl are also taken as input
parameters.

The nucleation site density on the grain edges can be written as
(17):

N0edge ¼
redge
a

withredge ¼
1
d2

�
3þ R2

1� R

�
(17)

On the other hand, the nucleation site density on dislocations is
written as (18):

N0disl ¼
rdisl
a

withrdisl ¼ r0disl �
2ffiffiffi
3

p lnð1� RÞ
bd

(18)

Here the Burgers vector b ¼ a=
ffiffiffi
2

p
[43] and the initial dislocation

density r0disl is taken as 1.5� 1013m�2 according to data for alloy 690
[56].

3.2.4.4. Interface energy. Precise experimental determination of
the precipitate-matrix interface energy G is notoriously chal-
lenging. By calibrating dissolution kinetics models through this
parameter, previous works have found G values close to 0.095J$m�2

for the g
00
phase [54] and 0.1J,m�2 [21] for the d phase. Radis et al.

[23] calculated similar values for the d phase in alloy 718Plus.
In the present study, precipitates nucleating on grain edgeswere

modeled with different interface energies than those on disloca-
tions, due to the different levels of crystalline defects as well as
niobium segregation in these two sites. Gedge was assumed to be a
constant 0.1J,m�2 as proposed by Stockinger et al. [21], whereas
Gdisl was chosen to be slightly higher, so as to favor the dissolution
of the intra-granular precipitates (equations (14) and (15)) during
long holding times, as observed by Ref. [3]. These values were
assumed to be temperature-independent.

As cold rolling promotes niobium segregation on dislocations, it
was supposed that Gdisl decreases slightly with cold rolling. The
value of Gdisl was calibrated for cold rolling reduction ratios
R ¼ f0:25;0:4;0:5;0:65g based on experimental d fraction data by
Liu et al. [13]. A second-order polynomial function based the cali-
brated values is proposed in (19):

Gdisl ¼ aR2 þ bRþ c with

8<
:

a ¼ �5:5� 10�2

b ¼ �5:7� 10�4

c ¼ 0:118
(19)

3.2.4.5. Aspect ratio. In the current model, the aspect ratio of the
needle-shaped d phase has been defined a priori according to SEM
data: qdisl ¼ 7:6. As Gdisl was calibrated based on this value, if one
were to vary qdisl, Gdisl should be scaled according to (20) to pre-
serve the surface energy-to-volume ratio and thus the nucleation
kinetics. With this scaling, it was found that the model has very low
sensitivity to qdisl values between 6 and 9.

Gdisl,qdisl
ð3qdisl � 2Þ2=3

¼ constant (20)

3.2.4.6. Results of calibration. The input data for R ¼ 0:25 and R ¼
0:65, calculated according to the calibration method in this section,
are listed in Table 3. The composition reported by Liu et al. [13] was
used. Based on the solution treatment performed by the authors,
the pre-rolling grain size was estimated at 90 mm [3].

The TTT diagrams for different cold rolling reduction ratios are
traced in Fig. 9. The curves indicate the times at which the d mass
fraction reaches half of the equilibrium value5 (fm ¼ 0:5f max

m ). The
TTT diagrams each have two noses, as expected with two
competing precipitate populations. The shape of the TTT at high
temperatures is influenced mainly by dedge precipitation, while at
low temperatures, the curve is influenced mainly by ddisl
precipitation.

Experimental data from Liu et al. [13] are also plotted on Fig. 9.
At temperatures of 910� C and above, the curves show remarkable
agreement with the experimental points, joining one another close
to the solvus temperature. At lower temperatures (grey area on
Fig. 9), the predicted curves fall to the left of the experimental
points (i.e. the model predicts earlier precipitation). This is unsur-
prising as the current model does not yet take into account the
presence of the g" phase, which competes with d for the niobium
solute at temperatures below its solvus (�900� C). The inclusion of
the g" phase should improve the model on this point.

Fig. 10 shows the comparison between the measured [13] and
predicted mass fraction evolution for the 25% cold-rolled sample at
910� C. The decomposition of the needle-shaped d phase at long
holding times was also predicted by the model.
3.2.5. Validation against literature data
An advantage of the calibratedmodel is its ability to reveal more

information than what is usually given in the literature. For
example, Liu et al. [13] did not provide any data on the precipitation
kinetics in their alloy in the absence of cold rolling. Despite this fact,
the strain-free precipitation kinetics of Liu et al. [13]'s alloy can still
be predicted using the calibrated model.

Fig. 11 validates the generated TTT diagram for Liu et al. [13]'s
alloy without cold rolling with experimental data from
Refs. [8e12]. The curves correspond to the times at which trace
amounts of d phase were detected at each temperature. A close
agreement is found with previously published TTT diagrams,
notably with that by Oradei-Basile and Radavich [9], which can be
due to the similarities in initial microstructure resulting from the
preparation methods used.

Note that in this case, the model also predicts the appearance of
dedge before ddisl in accordancewith Azadian et al. [3]'s observations.



Fig. 9. Predicted (SIM) time-temperature-transformation (TTT) curves for different
cold rolling reduction values, compared to experimental results (EXP) by Liu et al. [13].
Each curve marks the time at which the mass fraction fm ¼ 0:5f max

m . Shaded grey zone
on the lower part of the graph show the precipitation domain of g".

Fig. 10. Delta phase evolution in 25% cold-rolled alloy 718 at 910� C, showing the
decomposition of the dislocation precipitates at long holding times.
Note that generally speaking, time-evolution curves predicted with a KWN model tend
to have a steeper slope than the experimental measurements. This is because for a
given precipitate population, the KWN model assumes that the nucleation barrier has
the same value at all nucleation sites, while in real systems a variation exists between
sites. Experimentally, nucleation first occurs rapidly at sites of low nucleation barriers,
then slows down with time as the remaining sites become less favorable for nucle-
ation. Moreover, a more precise modeling of the diffusion field in heterogeneous
precipitation may also affect the precipitate growth rate, as shown by Kozeschnik et al.
[58]. While these features are unaccounted for in the current model, they are
compensated for by calibrating the model according to the times at which fm ¼
0:5f max

m .

Fig. 11. Predicted TTT curve for the alloy used in the calibration case [13] without cold
rolling, compared to existing TTT diagrams for strain-free alloys [8e10].
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3.3. Coupling of the FE model to the precipitation model

With the KWN model calibrated and validated, the input data
was updated with material data from the case study in Section 2:

� The alloy composition was updated with the data in Table 1.
� As the niobium content of the alloy used in the case study is very
similar to that of Liu et al. [13]'s alloy (5.07% vs. 5.1%), it was
supposed that the diffusion activation energy QNb is unchanged.
� The pre-rolling grain size was changed to 20 mm corresponding
to ASTM size 8 [27,59], and the cold rolling ratio was changed to
R ¼ 0:3. The updated values were used to calculate the nucle-
ation site densities N0j and the interface energy Gdisl according
to equations (17)e(19).

Themodel assumes one-way coupling between the temperature
and the alloy microstructure. The thermal history at each node of
the FE model was fed to the precipitation model to obtain the
d phase characteristics at each point of the sample. As was done for
the calibration case, only the temperatures from the holding stage
were taken into account during precipitation simulation. This
assumption is expected to have little impact due to the high heating
rates used in this study.

4. Results of FE/KWN coupling and discussion

The applicability of the proposed modeling approach is dis-
cussed in the following section by comparing themodel hypotheses
and predictions with the qualitative and quantitative results of the
experimental case study obtained via SEM analysis.

4.1. SEM observations vs. KWN model hypotheses

The SEM-BSE images in Fig. 12 (a) and (b) show different zones
along the longitudinal axis of the 920� C/1800 s sample. d pre-
cipitates are present both inter- and intra-granularly. A general
ellipsoidal shape can be observed for the precipitates. From the
images taken in this study, no definitive link can be established
between spatial distribution and aspect ratio. Nevertheless, one can
note the presence of large, spheroidal d precipitates along grain
boundaries (yellow arrows), as well as thin needle-shaped d ar-
ranged in straight lines e {111} planes e along dislocations (green
chevrons). In particular, the grain boundary d precipitates seem to
appear exclusively on grain edges. Although by nomeans exact, this
observation supports the choice tomodel grain edge precipitates as
spheres and dislocation precipitates as needles.

In this study, an aspect ratio qdisl ¼ 7:6 was chosen for the
needle-shaped precipitates, assumed constant as a first



Fig. 12. SEM-BSE images of different zones on the 920� C/1800 s sample. (a) Central
point, 920� C/1800 s (b) 15mm from the central point, 880� C/1800 s. Yellow arrows
indicate grain boundary d phase, and green chevrons indicate d phase along disloca-
tions. (For interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

Fig. 13. Comparison of measured (points, EXP) and predicted (line, NUM) d phase
volume fraction (a) and mean radius rp (b) along the longitudinal axis of the 920� C/
1800 s sample. The size distribution at the central point is included in the bottom
graph inset, with a bin size of 36 nm¼ 1 pixel.
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approximation. 7.6 was the modal aspect ratio from the SEM
analysis. Despite the large number of particles analyzed (above
3000 per measurement point) and the wide range of aspect ratios
observed, the variation of this parameter with time and tempera-
ture [2] was not clearly reflected. Further quantitative in-
vestigations on the evolution of the precipitate morphology under
different conditions, and with different cold rolling ratios [1], is of
significant interest to complement efforts in modeling d phase
precipitation.
4.2. Predictions of the coupled FE-KWN model

Recall that the advantage of the proposed FE-KWN model is the
ability to predict the evolution of delta phase characteristics at any
point in the material without having to resort to heavy instru-
mentation. Fig. 13 shows the measured and predicted d phase
volume fraction and mean radiusrp6 resulting from the heteroge-
neous heating along the longitudinal axis, predicted by the FE
model in Fig. 6. The error bars indicate the uncertainty arising from
the choice of grey level threshold and SEM resolution, as well as the
6 During SEM analysis, rp is taken to be the minor axis half-length of an ellipse
fitted to the particle, in accordance with Fig. 7.
anisotropy about the measurement point. The closeness of the two
results (numerical and experimental) is remarkable, especially
given that no calibration has been performed on the evolution of
the mean precipitate radius.

One sees that the measured d phase fraction follows the same
trend as the model predictions, but with an upwards shift of
approximately 0.7 vol%. One possible explanation is the difference
in heating rates between the calibration case [13] (furnace heating)
and the present work (Joule heating), whichmay have an impact on
recovery or recrystallization, as yet unaccounted for in the KWN
model. Another possible reason for the overestimation is the
assumption that surface fractions are equal to volume fractions,
which holds if only superficial particles were observed. However,
this is not strictly speaking valid in BSE mode, as the penetration of
electrons into the sample surface reveals subsurface particles (in a
layer estimated to be 150 nm thick, of the same order as the pre-
cipitate size).

With the chosen image processing parameters, long particles
with a minor axis length of 1 pixel (about 30 nm) were included in
the particle analysis. The precipitate radius rp is considered to be
theminor axis half-length of an ellipse fitted to the particle, leading
to a minimum value of rp close to half the pixel size or 15 nm. This
gives confidence in the mean radii obtained from the SEM images.



Fig. 14. d phase volume fraction (top) and mean precipitate radius (bottom) topog-
raphies obtained for the 920� C heat-treated sample via the proposed approach.

Z.K. Low et al. / Acta Materialia 156 (2018) 31e4240
In keeping with the observations made on Fig. 9, the current
calibration of the KWNmodel does not account for the effect of the
g" phase below its solvus (�900� C). The addition of a g" precipitate
model in a future work should improve the model predictions at
such temperatures.

Topographies of d phase fraction and mean radius on the heat-
treated samples are shown on Fig. 14(a) and (b) respectively, ex-
amples of how the proposed modeling approach aids in the design
of alloy 718 parts subjected to complex heat treatments.

It is worth re-emphasizing that the proposed FE-KWN model
coupling can be applied to cold deformed and heat-treated alloy
718 parts of any geometry, as long as the thermal history and local
cold rolling reduction can be known (via FEmodeling, for example).

5. Conclusions and perspectives

In this paper, a novel approach combining FE and KWN
modeling was experimentally validated with an innovative high-
throughput technique based on a direct resistance heating setup
(Gleeble 3500), designed to drastically cut down experimental
time. The highly heterogeneous temperature field and its effect on
d phase precipitation were studied. The main features of the pre-
sent approach are:

� The experimental set-up allows to explore a large temperature
domain with only one or few experiment(s).

� FE simulations lead to an accurate description of the heteroge-
neous temperature field within the sample.

� A KWNmodel has been developed to account for heterogeneous
precipitation (i) on dislocations, and (ii) on grain edges
simultaneously.
� The model has been parametrized to agree quantitatively with
results of the literature for various temperatures and cold rolling
ratios.

� When fed with the temperature field from the FE model, the
KWN model gives an accurate description of the d phase char-
acteristics (volume fraction and radius) at various locations
within the sample.

The proposed approach can be easily adapted to the modeling of
any part geometry even when submitted to complex heat pro-
cesses, representing a significant step towards faster and more
robust characterization of the d phase in alloy 718.

Future work can be directed at the experimental and numerical
challenges discussed in this paper. Quantitative investigations on
the shape and aspect ratio of the d phase would give precious data
with which the proposed KWN model can be fine-tuned. The ef-
fect of heating rate on recrystallization and recovery is also an
interesting point to be explored further. The modeling and vali-
dation of a g" model in a future work will complete the d model
developed in this study. The proposed model as well as experi-
mental technique can also be adapted to more complex precipi-
tation processes, a widely studied example being hot forging in
which the effects of precipitate breakage and grain deformation
are preponderant.
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Appendix A. Calculation of grain edge and dislocation
densities with cold rolling

In this paper, simplified models were used to calculate the grain
edge and dislocation densities for a given cold rolling reduction
ratio, owing to a lack of published experimental data on this
phenomenon.

The following hypotheses were used:

� The dislocation and grain edge densities were assumed to vary
linearly with cold rolling over the range of reduction ratios
investigated (	 65%);

� The undeformed grains were modeled as cubes of uniform edge
length d;

� During cold rolling, volume is conserved with no expansion
observed in the direction perpendicular to the cold rolling axis.

For a cold rolling reduction ratio R ¼ � ðDzÞ=z, the plastic strain
tensor can be expressed as (A.1) according to classic hypotheses on
rolling [60,61]:

ε
pl ¼

2
4�lnð1� RÞ 0 0

0 0
: lnð1� RÞ

3
5
ðl;t;zÞ

(A.1)

The ðl; t; zÞ coordinates are shown in Figure A.15(a), with l being
the cold rolling axis. As the plastic strain tensor is already devia-
toric, the equivalent plastic strain is simply written as (A.2):

ε
eq
pl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3
εpl : εpl

r
¼ � 2ffiffiffi

3
p lnð1� RÞ (A.2)



Fig. A.15. Schema for the calculation of nucleation site density. (a) Coordinate system of the cold-rolled sheet. Schematics used to calculate the evolution in (b) grain edge and (c)
dislocation densities with cold rolling.
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It follows that the plastic deformation of the grains, approxi-
mated here as cubes, is similar to that undergone by the sheet
metal. From Figure A.15(b), the relation between grain edge density
redge and R can be deduced as (A.3):

redge ¼ ngrainLedge ¼
1
d2

�
3þ R2

1� R

�
(A.3)

Where ngrain is the number of grains per unit volume, Ledge is the
edge length of each grain, and d is the initial grain size.

Orowan's model was used to calculate the dislocation density
for a given reduction ratio. Consider an elementary grain slice of
thickness h containing a single dislocation as shown in
Figure A.15(c). As the Burgers vector b≪d, the dislocation density
can be expressed as A.4:

rdisl ¼ r0disl þ
[disl
velem

¼ r0disl þ
1
dh

(A.4)

where r0disl is the initial dislocation density present in a recrystal-
lized grain, [disl is the dislocation length within an elementary grain
slice of volume velem (see figure A.15(c)).

As the grain distortion g ¼ b=h should scale with the equivalent
plastic strain calculated in (A.2), h can be replaced by (A.5):

h ¼ b
g
x

b
ε
eq
pl

(A.5)

The dislocation density can now be related to the cold rolling
reduction ratio via (A.6):

rdisl ¼ r0disl �
2ffiffiffi
3

p lnð1� RÞ
bd

(A.6)
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