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Eqs. (4), (7), equation in Note 3 and Fig. 1 on page 2120 were printed incorrectly. The correct equations and figure appear below.

\[
Z = \frac{v_p}{2\pi R^3} \sqrt{\frac{\gamma}{k_B T}} \tag{4}
\]

\[
R_{kT}^* = R^* + \frac{1}{2} \sqrt{\frac{k_B T}{\pi \gamma}} \tag{7}
\]

\[
\beta^* = \frac{4\pi R^2}{a^2} \left( \sum_i \frac{X_i^p D_i X_i}{D_i} \right)^{-1}
\]

Fig. 1. Schematic representation of the Gibbs energy changes associated with precipitate formation as a function of their radius \(R\) in the classical nucleation theory. \(\Delta G^*\) is the nucleation barrier, \(R^*\) is the critical radius for stable precipitates, \(R_{kT}^*\) is the radius at which stable precipitates nucleate and \(Z\) is the Zeldovich factor.
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Abstract

Three ways of implementing classical nucleation and growth theories for precipitation are presented and discussed: (i) the “mean radius approach” (particle size distribution is restricted to its mean radius and density); (ii) the “Euler-like multi-class approach” (the particle size distribution is discretized in several size classes and its time evolution is calculated evaluating the fluxes between neighboring classes); and (iii) the “Lagrange-like multi-class approach” (the particle size distribution is again discretized in several size classes, whose radius time evolution are calculated). In some simple cases, the three approaches lead to similar results, but when more complex heat treatments are involved, multi-class approaches are required. Although the Euler-like approach involves a more complex class number management, it is more adapted to the modeling of precipitate chemistry. Some examples of implementation are presented: Cu precipitation in ferrite, Al\textsubscript{3}Sc precipitation in aluminum, VC and NbVC precipitation in austenite.
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1. Introduction

The precipitation of a second phase is widely used to enhance the properties of metallic alloys (strength, toughness, creep resistance, etc.). Age hardening \cite{1} in aluminum alloys and grain size control in low alloyed steels \cite{2} are two typical examples underlining the benefits of precipitation in metals.

Various approaches are being developed to predict the effect of thermomechanical treatments on the precipitation state. The relevant physical parameters describing these precipitates are: (i) their crystallography; (ii) their morphology; (iii) their chemical composition; (iv) their size distribution; (v) their volume fraction; and (vi) their number density.

Among all the existing models, classical nucleation and growth theories (CNGTs) provide a compelling framework predicting the nucleation and growth rate of precipitates. When based on accurate thermodynamical functions, CNGTs are capable of describing the quantitative time evolution of the precipitation state, including parameters (iii)–(vi).

Despite the extensive amount of literature on CNGTs, the numerical implementation of nucleation and growth rate equations are seldom detailed. The aim of this paper is therefore to discuss and compare three classical ways of implementing CNGTs, namely:

(i) the “mean radius approach”: in this approach, the particle size distribution (PSD) is restricted to its mean radius and density (number of precipitates per unit volume);
(ii) the “Euler-like multi-class approach”: the PSD is discretized in several size classes and its time
evolution is calculated evaluating the fluxes between neighboring classes;
(iii) the “Lagrange-like multi-class approach”: the PSD
is again discretized in several size classes, whose mean
radius evolution is now calculated as a function of
time.

First, CNGTs will be briefly reviewed with an emphasis
on the two basic equations describing the nucleation
and growth rates. Then, the three implementation
techniques will be detailed and compared. Finally, the benefits
and limits of each approach will be presented and illustrated
through different examples in steels and aluminum alloys.

2. Classical nucleation and growth theories

2.1. Nucleation

Classical nucleation theory (CNT) is based on the
changes in Gibbs energy $\Delta G$ associated with the formation
of a precipitate in a supersaturated solid solution. In the case of spherical precipitates\(^2\) of radius $R$, $\Delta G(R)$ is given by

$$\Delta G(R) = \frac{4}{3}\pi R^3\Delta g + 4\pi R^2\gamma$$

(1)

where $\Delta g$ is the driving force for precipitation per unit volume and $\gamma$ the specific interfacial energy (see Fig. 1). CNGTs deal with (i) the rate at which stable nuclei ($R > R^*$) appear and (ii) the time evolution of the precipitate size distribution.

Nearly 80 years ago, Volmer and Weber \(^3\) proposed the celebrated expression for the nucleation rate:

$$J_{\text{vW}} \propto \exp \left[ -\frac{\Delta G^*}{k_B T} \right]$$

(2)

with $\Delta G^*$ being the energy required to form a critical nucleus of radius $R^*$ (top of the nucleation barrier). Later, Becker and Döring \(^4\) and Zeldovich \(^5\) provided important insight into the kinetic nature of this pre-factor in Eq. (2), expressing the nucleation rate as

$$J_{\text{BD}} = \beta^* N_0 Z \exp \left[ -\frac{\Delta G^*}{k_B T} \right]$$

(3)

where $\beta^*$ is the condensation rate of solute atoms in a cluster of critical size $R^*$ and $N_0$ is the number of nucleation site per unit volume and $Z$ is the Zeldovich factor

$$Z = \frac{\nu^*_0}{2\pi R^3} \sqrt{\frac{\gamma}{k_B T}}$$

(4)

\(^1\) The names “Euler” and “Lagrange” come from fluid mechanics, where lagrangian (one follows a particle) and Eulerian (fluxes are calculated at boundaries of a fixed box) approaches are used.

\(^2\) The spherical shape of precipitates is an assumption that is used all along this paper.

\(\nu^*_0\) is the mean atomic volume within precipitates. Note that many expressions for the condensation rate $\beta^*$ can be found in the literature, none of them being supported by a clear justification. Russell \(^6\) proposed an expression\(^3\) involving the diffusion coefficient of solute atoms $D$, the matrix mean solute atom fraction $X$ and the lattice parameter $a$

$$\beta^* = \frac{4\pi R^2 DX}{a^4}$$

(5)

Kampmann and Wagner \(^7\) introduced incubation time $\tau$ for nucleation, leading to the following expression for the nucleation rate:\(^4\)

$$\frac{dN}{dt}_{\text{nucl}} = N_0 Z \beta^* \exp \left[ -\frac{\Delta G^*}{k_B T} \right] \exp \left( -\frac{\tau}{t} \right)$$

(6)

with $\tau = 4/(2\pi \beta^* Z^2)$. In their approach, the nucleus size is given by (see Fig. 1)

$$R^*_{th} = R^* + \frac{1}{\sqrt{\pi Z}}$$

(7)

2.2. Growth

In binary alloys, the diffusion controlled growth rate of spherical precipitates (molar composition $X^p$, radius $R$) embedded in a supersaturated solid solution (mean solute mole fraction in the matrix $X$, equilibrium solute mole fraction $X^*$ at the precipitate/matrix interface) has been pro-

\(^3\) In multi-component precipitates, the addition of condensation characteristic times for each atomic species $i$ gives

$$\beta^* = \frac{4\pi R^2}{a^4} \left( \sum_i \frac{1}{D_i X_i} \right)^{-1}$$

\(^4\) The notion of “incubation time” can be, however, traced back much further than Kampmann’s paper (starting with Turnbull \(^8\)).

Fig. 1. Schematic representation of the Gibbs energy changes associated with precipitate formation as a function of their radius $R$ in the classical nucleation theory. $\Delta G^*$ is the nucleation barrier, $R^*$ is the critical radius for stable precipitates, $R^*_{th}$ is the radius at which stable precipitates nucleate and $Z$ is the Zeldovich factor.
posed by Zener [9] under the assumption of small supersaturation \((X^0 - X^i \ll \alpha X^0 - X^i)\) and local equilibrium

\[
\frac{dR}{dt} = D \frac{X - X^0}{R \alpha X^0 - X^i} \tag{8}
\]

where \(\alpha = \frac{v_M}{v_p}\) is the ratio of matrix to precipitates atomic volumes (mean volume per atom).

Interface curvature plays an important role on equilibrium mole fraction \(X^i\), this is the so-called Gibbs–Thomson effect [10–14]. Hence, in a stoichiometric binary precipitate of composition \(A_B\), radius \(R\) and matrix/precipitate surface energy \(\gamma\), precipitate/matrix interface equilibrium mole fractions \(X^i_A\) and \(X^i_B\) are modified [15]

\[
X^i_A(R)X^i_B(R) = X^i_A(\infty)X^i_B(\infty) \exp \left(\frac{2\gamma(x + y)R}{Rk_B T}\right) \tag{9}
\]

leading to the growth rate equation\(^5\)

\[
\frac{dR}{dt}_{\text{growth}} = D \frac{X - X^i(R)}{R \alpha X^0 - X^i(R)} \tag{10}
\]

2.3. Coarsening

Eq. (9) naturally causes small precipitates to be less stable than large ones. At a constant volume fraction, small precipitates will then shrink (until complete dissolution) to the benefit of large ones, which will grow. This is the so-called coarsening mechanism that was investigated simultaneously by Lifshitz and Slyosov [17] and Wagner [18]. They proved that the PSD tends to a self-similar form (Lifshitz–Slyozov–Wagner (LSW) distribution) and managed to predict the mean radius evolution of a PSD from the Zener growth equation (Eq. (8)) and a linearized form of the Gibbs–Thomson equation (Eq. (9))

\[
\frac{dR}{dt}_{\text{coars}} = \frac{4}{27} \frac{X^0}{\alpha X^0 - X^i} \frac{R_0D}{R^2} \tag{11}
\]

where \(R_0 = \frac{2\gamma R^3}{k_B T}\). Note that, for the case of a stoichiometric binary precipitate of composition \(A_B\), the term \(R_0\) of Eq. (11) should be replaced by \(R_0(x + y)/y\).

2.4. Nucleation, growth and coarsening as concomitant processes

Langer and Schwartz described droplet formation and growth in near critical fluids (the LS model [19]). They treated nucleation, growth and coarsening as concomitant processes. They used steady-state nucleation theory and a linearized version of the Gibbs–Thomson equation (Eq. (9)), thus giving the time evolution of droplet density and mean radius (“Mean radius approach”).

Later on, Kampmann and Wagner modified the Langer and Schwartz approach (the MLS model [7]) to treat precipitate formation and growth in supersaturated solid solution. As for the LS model, the MLS model does not account for the explicit form of the size distribution (the “mean radius approach”).

More recently, Wagner and Kampmann have developed a numerical model (the KWN model [20]) that is capable of predicting the full evolution of the size distribution. The PSD is subdivided into intervals (size classes) and the continuous time evolution of the radius distribution function is split into a sequence of individual decomposition steps.

The KWN model has been extended and modified by many researchers. Myhr and Grong [21] presented a finite difference formulation of the KWN model by evaluating the fluxes between neighboring classes, the so-called “Euler-like multi-class approach”. Nicolas and Deschamps studied non-isothermal treatments implementing the same approach [22].

The success of MLS or KWN models is largely due to their high versatility, covering a wide range of applications. The MLS model or “mean radius approach” has been used to model transition from metastable to stable phases [23] and heterogeneous nucleation on dislocations [24]. The “Lagrange-like multi-class approach” has been implemented to predict the chemistry of complex carbonitrides [25,16].

In the following section, the three ways of implementing CNGTs (namely “mean radius approach” and “Lagrange/Euler-like multi-class approach”) will be detailed and discussed.

3. Multi-class vs. mean radius approaches

3.1. The mean radius approach

In the mean radius approach, we consider the time evolution of \(N\) precipitates of mean radius \(\bar{R}\). Nucleation (Eq. (6)) and growth occur simultaneously. Note that the arrival of \(dN\) new nuclei of size \(R_{k_B T}\) in the existing population of precipitates of radius \(R\) modifies the growth equation as follows:

\[
\frac{d\bar{R}}{dt}_{\text{growth}} = \frac{D}{R} \frac{X - X^i(R)}{\alpha X^0 - X^i(R)} + \frac{1}{N} \frac{dN}{dt} \left(R_{k_B T} - \bar{R}\right) \tag{12}
\]

In this approach, the coarsening stage, which is not implicitly taken into account by nucleation and growth equations (Eqs. (6) and (10)) requires specific expressions for precipitate number \(N\) and mean radius \(\bar{R}\) evolution.

The LSW theory (Eq. (11)) describes the mean radius evolution in the asymptotic limit (\(t \rightarrow \infty\)). Within this limit, the solution mole fraction \(X\) is considered to be equal to the equilibrium solution mole fraction \(X^0\). If the volume fraction of precipitates is small, the mass balance of solute atoms (total mole fraction \(X^0\)) is given by

\[
X^0 = \alpha \frac{4}{3} \pi \bar{R}^3 N X^0 + X \left(1 - \frac{4}{3} \pi \bar{R}^3 N\right) \tag{13}
\]
Differentiation of Eq. (13) and use of LSW theory (Eq. (11)) gives the precipitate number density evolution during the pure coarsening stage:

\[
\frac{dN}{dt}_{\text{coars}} = \frac{4}{27} \frac{X^i}{R_0 D} \left[ \frac{R_0 X^i}{R^2 (X^p - X^i)} \left( \frac{3}{4 \pi R^3} - N \right) - 3N \right]
\]  

(14)

In order to go continuously from the growth stage to the coarsening stage, Deschamps and Bréchet [26] introduced a coarsening fraction \( f_{\text{coars}} \) to weight the pure growth equation \( \frac{dR}{dt}_{\text{growth}} \) (Eq. (12)) and the pure coarsening equation \( \frac{dR}{dt}_{\text{coars}} \) (Eq. (11))

\[
\frac{dR}{dt} = f_{\text{coars}} \frac{dR}{dt}_{\text{coars}} + (1 - f_{\text{coars}}) \frac{dR}{dt}_{\text{growth}}
\]

(15)

They proposed an expression for the coarsening fraction

\[
f_{\text{coars}} = 1 - \text{erf} \left[ 4 \left( \frac{R}{R^*} - 1 \right) \right] \]

(16)

The last expression is well adapted to precipitation, but fails to describe precipitate dissolution (\( R < R^* \)). In this paper, we choose a more general description (very close to the one proposed by Maugis [24])

\[
f_{\text{coars}} = 1 - 1000 \left( \frac{R}{R^*} - 1 \right)^2 \quad 0.99 R^* < R < 1.01 R^*
\]

(17)

Similarly, the number of precipitates is given by

\[
\left\{ \begin{array}{ll}
\frac{dN}{dt} = f_{\text{coars}} \frac{dN}{dt}_{\text{coars}} & \text{if } -\frac{dN}{dt}_{\text{coars}} > \frac{dN}{dt}_{\text{nucl}} \\
\frac{dN}{dt} = \frac{dN}{dt}_{\text{nucl}} & \text{if } -\frac{dN}{dt}_{\text{coars}} < \frac{dN}{dt}_{\text{nucl}}
\end{array} \right.
\]

(18)

The set of two equations for mean size \( R \) and number density \( N \) evolution (Eqs. (15) and (18)) can be integrated numerically using a Runge–Kutta scheme with adaptive time step. The solute fraction \( X \), given by the mass balance (Eq. (13)) is re-evaluated at each time step.

3.2. Multi-class approaches: Euler vs. Lagrange

To describe the time evolution of the whole PSD, the continuous size distribution is discretized into a large number of size classes. A size class is defined by its radius \( R \) and the number of precipitates, the size of which ranges between \( R - \Delta R/2 \) and \( R + \Delta R/2 \).

From this definition, we can compute the total number of precipitates \( N \) per unit volume

\[
N = \sum_i N_i
\]

(19)

the mean radius of the distribution \( \langle R \rangle \)

\[
\langle R \rangle = \frac{\sum_i R_i N_i}{\sum_i N_i}
\]

(20)

and the precipitate volume fraction \( f_T \)

\[
f_T = \frac{4}{3} \pi \sum_i N_i R_i^3
\]

(21)

The mass balance is given by

\[
X^0 = \alpha f_T X^P + X(1 - \alpha f_T)
\]

(22)

To model the evolution of the PSD, two strategies can be employed

- the exchange of particles between adjacent and predetermined size classes is calculated using a modified version of the growth equation (Eq. (10)) ("Euler-like multi-class approach");
- the radius evolution of each class (that contains a fixed number of precipitates) is calculated using directly the growth equation (Eq. (10)) ("Lagrange-like multi-class approach");

In the following, these two approaches will be presented in detail and compared with the "mean-radius approach".

3.3. The Euler-like approach

In the Euler-like approach, fluxes of particles at boundaries of fixed classes are evaluated. Such an approach is inspired by the KWN model.

3.3.1. Nucleation and growth

A nucleation stage is performed using the nucleation rate equation of the CNT (Eq. (6)). The number of new nuclei \( \Delta N \) is given by

\[
\Delta N = \frac{dN}{dt} \Delta t
\]

(23)

where \( \Delta t \) is the time step. The size class in which to put these new nuclei is the one that contains the nucleation radius \( R_{nucl} \).

The growth stage is computed using the control volume approach, as proposed by Myhr and Grong [21]. In this approach, the number density evolution of a size class \( i \) is evaluated from the number densities and growth rates of neighboring size classes (indexed \( i-1 \) and \( i+1 \)), whose growth rates are \( v_{i+1} = \frac{dR}{dt} \big|_{i+1} \) and \( v_{i-1} = \frac{dR}{dt} \big|_{i-1} \). This case is illustrated in Fig. 2. The calculation of the particle number density within each class is highly dependent on the sign of the growth rate defined at the limits of the class \( i \): \( \frac{dR}{dt} \big|_{i-1} \) and \( \frac{dR}{dt} \big|_{i} \). A mass balance gives the new population of class \( i \)

\[
N_{i,i+\Delta t} = N_{i,i} + \frac{\Delta t}{\Delta R} v_{i-1,i} \text{SIGN}(v_{i-1,i}) N_{i-1,i} + \text{SIGN}(v_{i-1,i}) N_{i-1,i} \]

\[
+ \text{SIGN}(-v_{i-1,i}) N_{i-1,i} - \frac{\Delta t}{\Delta R} v_{i+1,i} \text{SIGN}(v_{i+1,i}) N_{i+1,i} + \text{SIGN}(-v_{i+1,i}) N_{i+1,i}
\]

(24)

where the \text{SIGN}(x) function is 1 if \( x > 0 \) and 0 otherwise.
3.3.2. Initial conditions
Computation is started with a system of size classes, the size and positions of which are predetermined. These classes can be either empty (no precipitates, \( N_i = 0 \)) or represent a given PSD (e.g. coming from an experiment), for which we want to model the time evolution.

3.3.3. Time and boundary conditions
An auto-adapting time increment is calculated at each step of the process to avoid any size class moving more than one size element. \( \Delta t \) is calculated in such a manner that the class presenting the highest velocity \( \frac{dR}{dt} \) will move

\[
\frac{dR}{dt} = \frac{1}{2} \max \left| \frac{dR}{dt} \right|
\]

(25)

It should be noted that in practice \( \frac{dR}{dt} \) is experienced by the smallest size class of the distribution, which is dissolving. For very small precipitates, infinite velocities can be calculated due to limitations of the assumptions involved in the growth rate equation. A cut-off value of the size distribution is then chosen to avoid the interfacial concentration becoming higher than the precipitate composition.

At the opposite end of the distribution, if the largest size class is in the growth regime, i.e. \( \frac{dR}{dt} \) is positive, then at each time step a new size class will be created, even if \( \frac{dR}{dt} \) is very small. At the next step this new size class, \( l_{\text{max}} + 1 \), which may contain very few particles per unit volume (often less than 1 particle/m\(^3\)) will create another size class (\( l_{\text{max}} + 2 \)), and so on. Thus the number of classes would increase without limit, which would be impractical. To avoid this type of behavior inherent to Euler-like approach, a new size class can be created exclusively when the corresponding particle density is higher than a threshold (typically 1 particle/m\(^3\)). Otherwise the particles are left in their previous size class.

3.4. The Lagrange-like approach

The Lagrange-like approach is inspired by the “Multi-Précit” model developed by Maugis and Gouné [25]. In this approach, the time evolution of each size class radius is calculated, the size class population remaining constant. Hence, at each time step:

- a new class is created. Its radius is \( R_{l_{\text{max}} + 1} \) and its population is

\[
\Delta N = \left. \frac{dN}{dt} \right|_{\text{nuc}} \Delta t
\]

(26)

Nucleation rate is given by Eq. (6) and nucleation radius by Eq. (7). If \( \Delta N \) is too low (typically lower than \( 10^{-10} \) times the total precipitate number density), no class is created.

- the new radius of all existing classes is calculated

\[
R(t + \Delta t) = R(t) + \left. \frac{dR}{dt} \right|_{\text{growth}} \Delta t
\]

(27)

The growth rate is given by Eq. (10). Fig. 3 details how nucleation and growth stages are managed within the Lagrange-like approach.

3.4.1. Adaptive time step
In this approach, the time step drives the precision at which differential equations giving class numbers \( N_i \) and radii \( R_i \) are solved. Too short time step would lead to time-consuming calculations and unnecessarily large number of classes. Inversely, too long time step could lead to numerical instabilities (e.g. increasing amplitude oscillations around the solution) or even aberrations (e.g. negative concentrations).

Fig. 2. Growth of precipitates in the “Euler-like approach”. At each time step, fluxes between each neighboring classes are calculated.

Fig. 3. Nucleation-growth sequence within a Lagrange-like approach. At each time step, a new class is created and all existing classes grow.
Thus, the time step needs to be optimized during the calculation. A logarithmic increment of the time step is first performed ($\Delta t \leftarrow 1.1 \Delta t$). This new $\Delta t$ is validated under two conditions, calculated at $t + \Delta t$:

- all solute concentrations should range between 0 and 1;
- the critical radius $R^*$ (which is the most sensitive variable of the model) may not vary more than 1% between each time step.

If any of these conditions is not fulfilled, we return to the previous time step (this necessitates to keep in memory the state of the system at $t - \Delta t$) and make a new attempt with a smaller time step (typically $\Delta t \leftarrow \Delta t/2$). This last step could be repeated as many times as necessary.

Fig. 4 illustrates the adaptive time step scheme in the case of simultaneous precipitation of stable cementite and metastable $\varepsilon$ carbides [23]. We observe that instabilities such as dissolution of precipitates lead to a strong decrease in the time step (see Fig. 4).

### 3.4.2. Class number management

In this approach, unlike in the Euler-like approach, the number of classes decreases during the coarsening stage:

- radii of old classes are kept unchanged
  \[ R'_{i-1} = R_{i-1} \quad \text{and} \quad R'_{i+1} = R_{i+1} \]  
- the number densities of old classes are unchanged
  \[ D'_{i-1} = D_{i-1} \quad \text{and} \quad D'_{i+1} = D_{i+1} \]  
- the new class is put right in the middle of the two old ones
  \[ R'_i = (R_{i+1} + R_{i+1})/2 \]  
- continuity of the number density is provided
  \[ \frac{D'_i - D'_{i-1}}{R'_i - R'_{i-1}} = \frac{D'_{i+1} - D'_{i-1}}{R'_{i+1} - R'_{i-1}} \]  

The above conditions lead to the new number of precipitates in each class

\[ N'_{i-1} = 0.5N_{i-1} \quad N'_i = \frac{N_{i-1} R_{i+1} - R_{i-1}}{4 R_{i+2} - R_{i+1}} + \frac{N_{i-1}}{4} \quad N'_{i+1} = N'_{i+1} \]

The class insertion procedure cannot keep the precipitate volume fraction unchanged, which leads to a violation of the mass balance equation. To overcome this difficulty, after the transformation $[R_i, N_i] \rightarrow [R'_i, N'_i]$, a new transformation $[R'_i, N'_i] \rightarrow [R''_i, N''_i]$ has to be done in order to get a

\[ \text{Note that if the time step had been half of its actual size during the nucleation stage, we would have had another class right inbetween classes } i - 1 \text{ and } i (\text{assuming a constant } dR/dt), \text{ proving that only PSD density } D_i \text{ has a physical meaning.} \]
final precipitate volume fraction \( f_T \), which is rigorously equal to the initial precipitate volume fraction \( f_{00} \).

\[ f_T'' = \sum_i N_i'' R_i^{3m} = \sum_i N_i R_i^{3} \]  

(34)

This transformation consists in a rescaling of precipitate numbers \( N_i \) of all classes without changing their radii \( R_i'' = R_i \) and \( N_i'' = \xi N_i \) 

(35)

This naturally leads to

\[ \xi = \frac{f_T}{f_{00}} \]  

(36)

Fig. 6 shows an example of particle size distribution \( N_i(R) \) and distribution density \( D_i(R) \). It can be observed that, unlike particle number density \( N_i \), particle size distribution density \( D_i = N_i/(R_{i+1} - R_i) \) remains smooth and unchanged after many class insertions.

3.5. Comparison between three approaches

To compare the three approaches presented above, we studied (i) simple nucleation-growth-coarsening kinetics involving homogeneous nucleation and (ii) a more complex situation where we compare two different PSDs with the same mean radius and precipitate transformed fraction.

3.5.1. A simple nucleation-growth-coarsening kinetics

In this example, the driving force for nucleation is given by an ideal solution model. We start with a supersaturated solid solution containing no precipitate. Parameters used to compare the three types of approaches (mean radius, Euler-like and Lagrange-like) are recalled in Table 1.

Fig. 7 compares evolutions of precipitate radii, precipitate number density, solute concentration and precipitate volume fraction for a nucleation-growth-coarsening sequence. The agreement between the three ways of implementing CNGTs is remarkable.

Table 1

<table>
<thead>
<tr>
<th>( x_0 )</th>
<th>( x' )</th>
<th>( D ) (m²/s)</th>
<th>( \gamma ) (J/m²)</th>
<th>( c_{MP} ) (m⁻³)</th>
<th>( a ) (m)</th>
<th>( T ) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.06</td>
<td>0.01</td>
<td>( 5 \times 10^{-10} )</td>
<td>0.13</td>
<td>( 1.6 \times 10^{-29} )</td>
<td>( 4.04 \times 10^{-10} )</td>
</tr>
</tbody>
</table>

It is even surprising that the mean radius approach manages to describe so accurately the transition from nucleation-growth regimes to the coarsening regime. However, we will see in the next section that multi-class approaches are required in some more complex cases.

3.5.2. When the mean radius approach breaks down

A multi-class model definitely contains more information than a model dealing with mean quantities. However, the last section showed that the mean radius approach was as accurate in a simple case.

In some more complex situations, the mean radius approach breaks down. For example, in the case of a reversion treatment (i.e. a pre-existing PSD is submitted to high temperature treatment) a dissolution stage has been observed to occur without significant changes in the mean radius in Al–Zn–Mg alloys [22]. The mean radius approach is then expected to be unable to reproduce such a behavior since a decrease in the precipitate transformed fraction would involve a decrease in the mean radius.

Such kinds of complex treatments have been performed on a model Fe–0.2 wt.% V–0.5 wt.% C alloy, for which initial PSDs resulting from long-term treatment at 800 °C are submitted to thermal aging at 920 °C. In this section, we compare multi-class to mean radius approaches during a reversion treatment, starting from two different initial PSDs, which have the same mean radius and precipitate volume fraction. Therefore, the mean radius approach will not make any difference between these two PSDs.
Fig. 8a shows two initial distributions of VC precipitates in austenite resulting from a precipitation treatment of 10 days at 800 °C. The first distribution is a classical LSW distribution resulting from a simulation involving nucleation-growth-coarsening stages (see parameters used for this model alloy in Table 2; more details can be found in Ref. [29]). The second distribution is an experimental one resulting from a fine scanning electron microscope characterization in the transmission mode (see Ref. [27]). Note that the experimental distribution has a log-normal shape in contradiction with the simulated one, which has an LSW shape. In spite of their different shapes, these two distributions exhibit exactly the same mean radius and precipitate transformed fraction.

From these two distributions, an aging treatment at 920 °C is modeled with the three approaches: Lagrange-like, Euler-like and mean radius (see parameters in Table 2). The growth of precipitates is limited by vanadium diffusion; the equilibrium carbon fraction at the precipitate/matrix interface $X'_C$ is then equal to the carbon solute fraction $X_C$. The solubility product of vanadium carbides is given by: $K_{VC}(R) = K_{VC} \exp(R_0/R) = X'_V X'_C \exp(R_0/R)$ and the growth rate of the precipitates is

$$\frac{dR}{dt} = \frac{D_V X'_V - X'_V}{R} \frac{R}{2 - X'_V}. \quad (37)$$

Fig. 8b–d shows that the two initial PSDs give quite different results in terms of the mean radius (b), precipitate volume fraction (c) and precipitate number density (d) evolutions, especially for intermediate times. These differences can be perfectly explained by the different shapes of the PSDs and cannot be reproduced with the mean radius model. Indeed, the PSD that contains more small precipitates will experience more precipitate dissolution during the beginning of the coarsening stage, thus exhibiting a larger mean radius. From this example, it appears clearly that the mean radius approach is unable to predict a dissolution at constant mean radius as observed experimentally during reversion treatments.

It can be seen in Fig. 8b–d that both multi-class approaches lead to identical results, whereas the mean radius approach is in accordance with the two other approaches only for the LSW-type initial precipitate distribution.
Indeed, equations that were used to build the LSW theory for coarsening (Eqs. (11) and (14)), on which the mean radius approach is based, suppose an LSW-type PSD. Therefore, the mean radius approach is inappropriate to model non-LSW precipitate size distribution evolution.

From Fig. 8b–d, finally, it can be noticed that experimental measurements (radii measured by scanning transmission electron microscopy (STEM) or scanning electron microscopy (SEM), and the transformed fraction with electrolytic extraction – for details see Ref. [31]) are in perfect agreement with both multi-class approaches providing that the initial PSD is an experimental log-normal distribution.

Such a reversion treatment has also been performed at 950 °C. The initial LSW distribution leads to a complete dissolution of all precipitates, whereas the biggest precipitates remain for the case of an initial log-normal distribution.

4. Applications

4.1. The mean radius approach: copper precipitation in iron

Precipitation of copper in iron has been extensively studied in the last 50 years because copper induces precipitation hardening after rapid cooling and tempering.
Despite the relative complexity of the precipitation sequence (body-centered cubic (bcc) → 9R → face-centered cubic (fcc)), the binary iron–copper system is quite often used as a model alloy to validate precipitation models, due to the spherical nature of precipitates and the fact that copper precipitates are reported to be pure copper even in the earlier stages of formation.

The LS model [32] and the N model [20] have been recently used on the binary Fe–Cu system to treat nucleation, growth and coarsening as concomitant processes. In this section, we will apply the mean radius approach to model the precipitation of copper in iron.

To take into account the loss of coherency on the precipitation kinetics, a size-dependent interfacial energy is introduced. As the bcc to fcc transition is usually observed for higher temperatures of aging of commercial alloys. Even an homogeneous precipitation of Al_{3}Sc in iron is a model system where pure copper precipitates do not undergo coarsening. Moreover, they observed that the particle size distribution (PSD) was in good agreement with the LSW prediction at early stages of aging, but the PSD became narrower than that predicted by the LSW theory for longer aging times. They conclude that this behavior was difficult to reconcile with the classical theory for nucleation, growth and coarsening.

The Euler-like approach: homogeneous nucleation of Al_{3}Sc in a dilute Al–Sc binary alloy

Pure homogeneous nucleation is rarely observed during aging of commercial alloys. Even an homogeneous distribution of precipitates as obtained in age-hardenable alloys has generally formed on homogeneously distributed defects such as vacancy-rich clusters or dislocations loops, so nucleation is heterogeneous in nature. Dilute Al-Sc binary alloys have proven to be a model system where pure homogeneous nucleation takes place [37]. Therefore the precipitation kinetics has been extensively studied in this system. Detailed experimental characterization [36,37] provided essential data for modeling which gave satisfactory results on the basis of classical nucleation and growth theory [37–39].

The object of the following example using the Euler-like approach applied to the nucleation of Al_{3}Sc precipitates in an Al–0.12 at.\% Sc is to give an illustration on how a classical model can help in understanding phenomenological processes.

**Table 3**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma^p$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$X^0$</td>
<td>0.0125</td>
<td></td>
</tr>
<tr>
<td>$X^1$</td>
<td>$3.72 \times 10^4 - 1.8 \times 10^4 + 9.89$</td>
<td></td>
</tr>
<tr>
<td>$D$ (m$^2$/s)</td>
<td>$6 \times 10^{-8} \exp \left( \frac{-166}{T} \right)$</td>
<td></td>
</tr>
<tr>
<td>$\gamma_{bcc}$ (J/m$^2$)</td>
<td>0.25</td>
<td>[20]</td>
</tr>
<tr>
<td>$\gamma_{fcc}$ (J/m$^2$)</td>
<td>0.5</td>
<td>[20]</td>
</tr>
<tr>
<td>$\epsilon_{ps}$ (m$^3$)</td>
<td>$1.2 \times 10^{-29}$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9 shows the time evolution of precipitate mean radius and number density. The mean radius approach is compared with SANS [20,35] and SAXS experiments [33] performed on binary Fe–Cu alloys at 500 and 600°C. The agreement is quite good in view of the simplicity of this approach: homogeneous nucleation, mean field approach, no impingement of precipitate diffusion fields (all precipitates lying within a solid solution, which solute fraction is updated at each time step).

4.2. The Euler-like approach: homogeneous nucleation of Al_{3}Sc in a dilute Al–Sc binary alloy

The Euler-like approach was applied to this system using classical nucleation and growth theories. Parameters...
used in the model were extracted from the literature and are listed in the caption of Fig. 10. Only the interfacial energy was slightly adapted to fit at best the experimental data for two compositions (Al–0.12 and 0.18 at.\% Sc) [36]. The retained value of 0.127 J m$^{-2}$ is reliable with the values available in the literature [40,36,37,39] varying from 0.04 to 0.2 J m$^{-2}$. The results obtained by modeling are in very good agreement with experimental data as shown on Fig. 10. In particular, modeling predicts a retardation of the coarsening stage in the dilute Al–0.12 at.\% Sc alloy that starts for very long aging times: $10^7$ s at 350 °C (last experimental data point). In this alloy, the nucleation stage characterized by the increase in the total particle number takes place over a large time scale, up to $10^8$ s, because of the small supersaturation in this system. The transition from nucleation growth to a pure coarsening process is characterized by a constant mean radius stage. This plateau is generally predicted by modeling [26] but rarely observed experimentally since nucleation in commercial alloys is generally finished after a few minutes of aging. This stage proceeds until the decrease in the total number of precipitates starts, i.e. the set-up of the so-called coarsening stage.

From this example it appears that the criterion generally used to determine the beginning of the coarsening stage based on the $R/R^*$ ratio is not satisfactory in this case. In fact, $R^*$ closely approaches $R$ early in the intermediate stage, i.e. $10^5$ s, whereas the coarsening stage only begins after $10^6$ s. The criterion $R^* \approx R$ is a necessary condition that ensures the dissolution of the smallest particles that will supply solute atoms to the largest ones but appears
not to be sufficient. A second condition to satisfy is that the smallest particles have to be entirely dissolved to make the total number of particles decrease. In a global view of the PSD (see Fig. 10), it means that the PSD, relatively symmetrical at the transition from nucleation to growth stage (≈10⁷ s), has to enlarge and generate small particle size classes before coarsening can begin. This takes quite a long time in the dilute Al–0.12 at.% Sc system because at the end of the nucleation-growth stage even the smallest precipitates are relatively large (≈10 nm), and also involves a small dissolution rate. These two factors make them last to dissolve completely.

4.3. The Lagrange-like approach: (V,Nb)C dissolution in austenite

Microalloying elements such as Nb, V and Ti are commonly used in special steels because of the strong effect they can have on mechanical properties. A small addition of these elements leads to precipitation of carbides, nitrides and carbonitrides that can have a hardening effect or can control grain size growth. Enhancement of mechanical properties depends on the stability and evolution of the precipitation state during heat treatments.

In the specific case of vanadium and niobium carbides, the perfect miscibility of both carbides and the existence of a miscibility gap have been confirmed experimentally [41,42]. It has also been shown that the chemical composition of the mixed carbides formed depends on the size of the particles [43–45]. Hence, to model the evolution of the precipitation state, only a PSD-evolution model can be used.

A Lagrange-like approach has been used to model the evolution of the precipitation state during isothermal heat treatments in austenite of a FeCVNb model alloy. More details of the experimental characterization of the precipitation state will be published elsewhere. (V,Nb)C carbides are supposed to be stoichiometric for simplicity, and are modeled as a regular solution of VC and NbC:

\[ \chi_{VC} + (1 - \chi)_{NbC} \rightarrow V_x Nb_{1-x} C \]  (39)

Growth and Gibbs–Thomson equations presented in Eq. (10) are written for (V,Nb)C precipitates as follows:

\[
\begin{align*}
\frac{d\chi}{dt} &= \frac{D_N}{\pi r^2} \exp \left(-\frac{2\gamma}{kT} \right) \\
\frac{dX_i}{dt} &= \frac{D_{VC}}{\pi r^2} \exp \left(-\frac{2\gamma}{kT} \right) \\
X_i^t X_C^{t'} &= \chi_{VC} \exp \left(-\frac{2\gamma}{kT} \right) \\
X_{Nb}^{t'} X_C^{t} &= (1 - \chi)_{NbC} \exp \left(-\frac{2\gamma}{kT} \right)
\end{align*}
\]  (40)

The first three equations of system (40) drive the diffusion kinetics of V, Nb and C solute atoms. The last two equations define the solubility products of both VC and NbC carbides forming the complex V_x Nb_{1-x} C precipitate. The \( R_0/R \) stands for the Gibbs–Thomson effect and \( \Omega_{VC}^{NbC} \) is the interaction parameter of the regular solution model.

For the sake of simplicity, the \( \chi \) dependence of \( \gamma \) and \( R_0 \) have been neglected. System (40) is solved numerically using a Newton–Raphson scheme at each time step for all precipitate classes.

Parameters used for the simulation are presented in Tables 2 and 4. Initial PSD has been characterized combining TEM and SEM techniques [29].

Fig. 11 shows the evolution of \( V_x Nb_{1-x} C \) precipitate mean radius and chemical composition during isothermal holding at 950 and 1200 °C. Lagrange-like gives a good description of both mean radius and chemical composition.
5. Conclusions

(1) On a simple nucleation-growth-coarsening sequence, mean radius and multi-class approaches are equivalent and give same results.

(2) In many relatively simple cases (precipitation sequence and thermal treatments), the mean radius approach is faster and as accurate as more complex multi-class approaches.

(3) The mean radius approach is inappropriate to model non-LSW precipitate size distribution evolution.

(4) A multi-class model is essential to take into account more complex treatments or shapes of the initial PSD: two different initial PSDs with the same (i) mean radius and (ii) precipitate volume fraction will actually lead to different mean radius evolution during a simulated aging treatment.

(5) To accurately describe the coarsening regime with a Lagrange-like approach, new classes should be added in the PSD. It is then necessary to keep the distribution density \( D_i = N_i/(R_{i+1} - R_i) \) unchanged and to rescale all class populations to keep the precipitate volume fraction unchanged.

(6) The Euler-like approach has the advantage of not requiring a class number management as classes are fixed and delimited, but the optimal class size and position actually depends on the thermal treatment.

(7) The Lagrange-like approach offers better potentialities to model the chemistry of precipitates (e.g. precipitation of V\(_x\)Nb\(_{1-x}\)C or NbC\(_x\)N\(_y\)).
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