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In this paper are reviewed some recent progress on the understanding and simulation 
of aluminum alloy age hardening. The main phenomena governing the formation of 
precipitate microstructures in aluminum alloys are presented; they provide a qualitative 
understanding of the relationship between alloy chemistry, processing and final precipitate 
microstructure at the nanoscale. In a second part, we describe how modeling approaches 
are capable of predicting these microstructures, from simple models to more advanced 
ones. A particular emphasis is put on the limits of these models and the strategies 
that are being developed to overcome them. In a third part, the mechanisms for 
precipitation strengthening will be discussed, as well as the models available to quantify 
this strengthening. Finally, in the last part, we will give some general prospects for the 
main developing areas of research.

© 2018 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

r é s u m é

Dans cet article, nous examinons quelques progrès récents en matière de compréhension 
et de simulation du durcissement par revenu des alliages d’aluminium. Les principaux 
phénomènes régissant la formation des précipités dans des alliages d’aluminium sont 
présentés. Ils fournissent une compréhension qualitative de la relation entre la composition 
des alliages, le traitement thermique et la taille des précipités à l’échelle nanométrique. 
Dans une seconde partie, nous décrivons comment les approches de modélisation sont 
capables de prédire ces microstructures, des modèles simples aux modèles plus avancés. Un 
accent particulier est mis sur les limites de ces derniers et sur les stratégies développées 
pour les surmonter. Dans une troisième partie, les mécanismes de durcissement des 
précipitations seront abordés, ainsi que les modèles disponibles pour quantifier ce 
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durcissement. Enfin, dans la dernière partie, nous donnerons quelques perspectives 
générales.

© 2018 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The science of age hardening in aluminum alloys dates back to 1906, when Alfred Wilm discovered that, after quenching, 
a duralumin Al–Cu(–Mg–Mn) alloy would progressively harden at room temperature. It took approximately 30 years to 
explain that this hardening was caused by the formation of very small zones that could be detected by small-angle X-ray 
scattering (SAXS). These zones were named in 1939 “Guinier–Preston (GP) zones” in reference to the two researchers who 
simultaneously and independently unraveled by SAXS the mysterious strengthening origin of duralumin, which could not be 
visualized by any microscope at that time [1]. Since then, high-resolution transmission electron microscopy and atom probe 
tomography have allowed quantitative characterization of the microstructure of age-hardened aluminum alloys.

In 1919, Merica et al. [2] suggested that relevant phase diagrams would reveal which alloys were candidates for pre-
cipitation hardening and would provide both the solutionizing temperature and the range of temperature needed for the 
precipitation process. This prescription led to a “golden age” of phase diagram measurements, which were compiled in 
1959 by H.W.L. Phillips for aluminum alloys [3]. After the pioneering work of Larry Kaufman in the late 1960s [4], and the 
availability of computers, measured phase diagrams and thermodynamic data were combined to numerically assessed mul-
ticomponent phase diagram and establish thermodynamic databases (CALPHAD approach). This approach has been proven 
to be industrially very useful to adjust the composition and associated heat treatment of aluminum alloys at high enough 
temperatures (roughly above 300–350 ◦C for aluminum alloys).

At low temperature, the microstructure evolution of an age-hardening alloy and the resulting hardening behavior is not 
only driven by thermodynamics, but is also strongly dependent on kinetics aspects. The objective of this paper is to present 
some recent progress that has been achieved on understanding the fundamental mechanisms involved in precipitation and 
strengthening of age-hardening aluminum alloys and to introduce some modeling tools widely used or currently developed 
to predict precipitation, yield stress, and strain hardening. The concepts will be illustrated by case studies on different 
families of aluminum alloys throughout the paper.

In a first part, a review of the main phenomena governing the formation of precipitate microstructures in aluminum 
alloys will be given, which will provide a qualitative understanding of the relationship between alloy chemistry, processing 
and final precipitate microstructure at the nanoscale. In a second part, we will describe how modeling approaches can pre-
dict these microstructures, from simple models to more advanced ones. A particular emphasis is put on the limits of these 
models and the strategies that are being developed to overcome them. In a third part, the mechanisms for precipitation 
strengthening will be discussed, as well as the models available to quantify this strengthening. Finally, in the last part, we 
will give some general prospects for the main developing areas of research.

2. Fundamental mechanisms

2.1. Precipitation sequence during aging of multicomponent alloys

The classical description of the precipitation reaction from a supersaturated solid solution in an alloy system uses the 
notion of “precipitation sequence”. The principle is that, for a given composition, the phase diagram predicts a stable phase 
that represents the ultimate endpoint of the reaction. This stable phase being usually incoherent, its nucleation is energeti-
cally costly because of its high interfacial energy with the matrix. It is thus kinetically favorable to first nucleate metastable 
phases, which have a lower thermodynamic driving force, but a lower nucleation barrier because of a higher coherency with 
the matrix. The succession of these metastable phases, with the progressive loss of coherency, is often called “precipitation 
sequence”. In aluminum alloys, this sequence is sometimes presented as being unique for a given alloy system/family.

It is now clear, however, that the word “sequence” is misleading in the sense that it implies a fixed succession of reac-
tions. It is probably more accurate to imagine a possible phase space in which the system chooses a “precipitation trajectory” 
depending on the conditions: composition, temperature history, mechanical processing history, . . . This is particularly true 
in complex multicomponent alloys where the trajectories may choose to shortcut some of the metastable phases or seem-
ingly jump from a precipitation sequence to another with minor changes concerning alloy composition or thermomechanical 
process.

For the Al–Cu–(Mg) system, the age-hardening alloy prototype example, the precipitation sequence is proposed to be:

supersaturated solid solution → GP zones → θ′′ → θ′ → θ (Al2Cu)

In this system, GP zones are discs in the {100} planes, the θ′′ precipitates are coherent plates in the {100} planes where 
as θ′ is semi-coherent and θ is incoherent with the aluminum solid solution. This alloy system is the basis of the 2xxx 
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Fig. 1. (a) Microstructure of an Al–Cu–Li–Mg alloy after pre-deformation and aging at 155 ◦C showing the simultaneous presence of θ′ and T1 precipitates 
within the grains. (b) Series of SAXS images after artificial aging, following different sequences of processing. O: Neither natural aging nor pre-strain; 
N denotes natural aging; D denotes deformation (D: 2%; D4 and D8: 4 and 8%). From [6].

family in aluminum alloys, which contains copper, magnesium, and optionally lithium as the major solute elements. This 
precipitation sequence applies when copper is the main solute addition. When the Mg content increases (e.g., the 2024 
alloy), other phases may appear (GP zones, S ′ which is based on Al2CuMg and is semi-coherent, S , which is the incoherent 
Al2CuMg precipitate). If Li is added, the achievable phase space is broadened by the addition of δ′ (Al3Li) and other Li-rich 
phases. The combination of all these elements, as in the third generation of aerospace “Al–Li” alloys, which are basically 
composed of Al–Li–Cu–Mg plus other minor additions cannot be described by a single precipitation sequence. The potential 
phase space is now described by the phases of each individual binary alloy system as well as the relative ternary system 
phases, such as the T1 (Al2CuLi), T2 (Al6CuLi3) or TB (Al15Cu8Li2) phases.

In such a complex space of potential phases, the actual precipitation trajectory will be very dependent on the actual 
composition and the thermo-mechanical processing. We will now give examples illustrating bifurcations in the trajectories.

Influence of the thermomechanical path Following the pioneering work of Gable et al. [5], Decreus and co-workers carried 
out a thorough study, on an Al–Cu–Li–Mg alloy, concerning the influence of the sequence between plastic deformation (or 
its absence) and natural aging on the subsequent precipitation kinetics and related strengthening during an aging at 155 ◦C 
[6]. In contrast to other aluminum alloy families, where natural aging is either favorable (7000 family, which contains 
zinc, magnesium, and optionally copper as major solute elements) or detrimental (6000 family, which contains magnesium, 
silicon, and optionally copper as major solute elements), in these alloys no significant effect of the clusters formed during 
natural aging was found on the artificial aging kinetics, and a combination of T1 (Al2CuLi) and θ′ (Al2Cu) was always 
found (see Fig. 1a). However, their main finding was that if no pre-deformation were applied, the microstructure would be 
dominated by θ′ , whereas as soon as pre-stretch was applied, T1 would dominate θ′ inside the grains (Fig. 1b). Since both 
phases compete on the Cu content in the matrix, this shows that the pre-deformation helps the nucleation of the T1 phase. 
This can be explained by the fact that this hexagonal phase may need the dissociation of dislocations to nucleate its basal 
plane on a stacking fault. This example nicely illustrates how one can trigger the bifurcation of a precipitation trajectory by 
a simple processing step such as a pre-deformation.

Influence of composition We take the example of two commercial aerospace Al–Cu–Li based alloys, AA2196 and AA2198. 
These two Al–Cu–Li–(Mg–Ag–Zr) alloys have essentially the same composition, with only Li varying (AA2198 has around 
1 wt% Li, whereas AA2196 has between 1.4 and 2.1 wt% Li). After a typical industrial age-hardening heat treatment (16 h at 
155 ◦C), the precipitates microstructure in AA2196 (high Li) consists in a mixture of δ′ (Al3Li), θ′ (Al2Cu), and T1 (Al2CuLi), 
as can be seen in Fig. 2a and 2b, which show transmission electron microscopy (TEM) dark-field images in the 〈110〉
viewing directions and highlights platelets in the {111} planes (T1), platelets in the {001} planes (θ′) and spherical particles 
(δ′). Fig. 2c shows that, after the same heat treatments, the AA2198 (low Li) presents only T1 Al2CuLi precipitates. While 
this change in the precipitation sequence may not be entirely surprising, it is important because δ′ may have deleterious 
consequences on the long-term stability of the alloy, and it also profoundly influences the precipitation kinetics of the main 
strengthening phase, T1. The δ′ precipitates were already present after natural aging; they mostly undergo some reversion 
and coarsening during aging and their presence seems to increase the incubation time for T1 precipitation as well as their 
growth kinetics (Fig. 2d).

While this example showed the effect of a change in the main alloying element content, a further study based on similar 
alloys highlighted the strong influence of minor alloying elements on the precipitation sequence. Seven different alloys 
based on Al–3.5%Cu–0.9%Li with various amounts of minor alloying elements (Mg, Ag, Zn), alone or in combination, were 
tested. The most striking result was that the presence (0.35 wt%) or absence of Mg in this alloy drastically changed the 
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Fig. 2. (a) and (b) Dark-field TEM images of AA2196 alloy after aging viewed along a 〈110〉 matrix zone axis; (c) dark field TEM image of AA2198 alloy after 
aging viewed along a 〈110〉 matrix zone axis; (d) evolution of the thickness and diameter of precipitates during aging at 155 ◦C monitored by in-situ SAXS 
(from [7]).

Fig. 3. (a) Evolution of hardness during an aging treatment at 155 ◦C for alloys with a base composition of Al–3.5 wt%Cu–0.9 wt%Li and different additions 
of Mg, Ag, and Zn; (b) dark-field TEM micrograph in 〈100〉 matrix direction of a Mg-free alloy and (c) dark-field TEM micrograph in 〈112〉 matrix direction 
of a Mg-containing alloy (from [8,9]).

precipitation kinetics of the T1 precipitates (Fig. 3), even though this phase is not expected to contain a significant amount 
of Mg.

The effect of minor alloying elements on the precipitation sequence can have multiple origins. They may either directly 
act on the nucleation rate of this phase, for instance by lowering the stacking-fault energy, favoring the nucleation of the 
hexagonal phase. They may stabilize the phase by segregation and subsequent decrease of the interfacial energy. They may 
also have an indirect effect as it is believed to happen with Mg. A possible scenario is that Mg favors the formation of 
CuMg-rich objects at dislocations, which in turn enables the nucleation of T1 at dislocations [9]. It seems that without Mg, 
it is rather θ′ that forms at dislocations; both phases compete for the same Cu content. This example shows some of the 
possible interactions involved when several alloying elements are present.
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2.2. Precipitation–plasticity coupling

Precipitation processes in aluminum alloys can be profoundly changed by the interaction with crystal defects. Although 
all types of defects show interactions with precipitation (vacancies, dislocations, grain boundaries), the case of dislocations is 
particularly interesting and challenging to understand because of the dynamic nature of the interaction in the cases where 
dislocations are mobile, namely when precipitation occurs together with plastic deformation. From the point of view of 
applications, this coupling can occur in various situations, among which we can exemplify:

– decomposition of the supersaturated solid solution during plastic straining following a quench after solutionizing [10]
(whose role is generally to decrease the level of quench-induced internal stresses),

– concurrent precipitation and strain during warm-forming processes such as age-forming, aiming at creating parts with 
complex shapes and low residual stress or improving formability as compared to room temperature [11,12],

– dynamic evolution of the microstructure during the service life of alloys subjected to plastic deformation (such as under 
fatigue) [13],

– microstructure evolution during joining processes involving plastic strain, such as Friction Stir Welding (FSW) [14,15],
– microstructure evolution during processes involving severe plastic deformation (SPD) [16].

Before giving examples of the variety of interactions that can be observed in these situations, it is useful to summarize 
some of the mechanisms that participate in the end-microstructure generation.

The first obvious possible effect of dislocations traveling through a precipitate-free supersaturated microstructure is to 
induce precipitate nucleation, at a rate larger than what would happen in the absence of these dislocations. Strain-induced 
nucleation is expected to be important in cases where plastic deformation is applied prior to any significant precipitation. 
It can be thought to be similar to the effect of static dislocations on precipitation, which is observed when artificial aging 
heat treatments are made on pre-deformed material [17].

The second set of possible effects is on the accelerated diffusion of solute atoms due to the dislocation movement, 
which results in an acceleration of all precipitation processes, from nucleation to growth and coarsening. The simple glide 
of dislocations through the crystal results in atomic movement, which may bring together some solute atoms and result in 
the formation of clusters. Since such dynamically formed clusters could subsequently be avoided by the next dislocations 
because of their hardening effect, a net formation of clusters could result from plastic deformation alone, without the need 
for long-range diffusion. This effect, sometimes called “ballistic”, has been invoked to explain abnormal strain hardening 
during straining at very low temperatures (4.2 K) of supersaturated solid solutions [10,18]. At more classical temperatures, 
long-range diffusion becomes, of course, dominant. Traveling dislocations may have a role in promoting the diffusion pro-
cesses by pipe diffusion along their core. This effect can be amplified by the glide of dislocations that can act as solute 
collectors on the glide plane, and redistribute this solute by pipe diffusion to specific locations such as existing precipitates 
on which the dislocations are pinned. A further effect of dislocations on diffusion is the role of excess vacancies created 
by plastic deformation [19]. The net effect of plastic strain on vacancy concentration is a complex issue, which depends on 
the balance between the generation of excess vacancies by plastic strain, and their annihilation to defects (which include 
the traveling dislocations). This balance depends on many parameters such as strain rate, temperature, monotonic or peri-
odic nature of straining, etc. However, when an excess concentration of vacancies is present, this accelerates naturally all 
diffusion processes and therefore all precipitation kinetics [12,13].

The third set of possible effects is somehow the reverse of the former. When precipitates are present in the microstruc-
ture during straining (which can apply to initial precipitates or to precipitates formed dynamically at earlier stages), they 
interact with the traveling dislocations. In the case where precipitates are sheared by dislocations, their geometry and free 
energy become modified by the shearing process. One dislocation alone results in an additional interface with the matrix 
(corresponding to a step width of one Burgers vector) and to a planar fault within the precipitates (stacking fault, anti-phase 
boundary. . .). Shearing by multiple dislocations, if occurring on the same shear plane, can result into a dramatic change, 
namely cutting the precipitate into two parts [20]. One can note that, for some precipitates such as � [21] or T1 [22], mul-
tiple precipitate shearing is not favored, which prevents this type of catastrophic effect. If precipitates become repeatedly 
cut, this results in the increase of their surface-to-volume ratio, and they may eventually become unstable and dissolve back 
into the solid solution. Usually, such process requires relatively large strains, at least locally on a given glide plane.

We can now give a few examples of different cases with different dominating mechanisms. First, we can discuss the 
case of straining a precipitation hardening alloy (here, 7000 family Al–Zn–Mg–Cu alloys) at the artificial aging temperature, 
starting from an underaged microstructure, thus containing already some pre-existing precipitates. Practically, this case can 
address the age-forming process of aerospace alloys or the warm-forming process of high strength aluminum alloys for 
automotive applications. Experiments carried out using small-angle X-ray scattering give access to a very precise measure-
ment of the evolution of the precipitate size with time and strain. In a first set of experiments dedicated to the study of 
age forming, measurements of precipitates were carried out in-situ during straining at 160 ◦C, with a relatively slow strain 
rate (between 10−5 and 10−3 s−1) [12]. The experiment consisted in imposing a constant strain rate for a given level of 
strain (a few %) and then stopping deformation to evaluate the evolution of the microstructure due to the static effect of 
the introduced dislocations. Fig. 4 shows the evolution of strain, strain rate, stress, of the precipitate radius and its time 
derivative during two sets of experiments, one realized at slow strain rate and the other at a faster one. These experiments 
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Fig. 4. Output from in-situ thermo-mechanical treatments performed on partially aged AA7449 alloy while monitoring the precipitate evolution with SAXS. 
Left: experiments at low strain rate; right: experiments at high strain rate (from [12]).

evidenced an acceleration of the size evolution due to plastic straining, which turned out to be proportional to the cumula-
tive strain, but not the strain rate. These characteristics were found to be representative of excess vacancies being produced 
during straining and controlling the evolution of precipitates.

In the second example, devoted to the case of warm forming for potential applications in the automotive sector, the aim 
was to probe much larger strain rates such as what can be met in a forming operation. Therefore, in-situ experiments during 
straining could not be envisaged and, instead, experiments were carried out on samples with a variable cross-section, where 
the inherent heterogeneous distribution of strain allowed the evaluation of the precipitate microstructure after any level of 
imposed plastic strain [23]. These samples were scanned with small-angle X-ray scattering subsequently to plastic straining, 
to access the link between local strain, precipitate size and integrated intensity (proportional to the precipitate volume 
fraction). For two samples with different strain rates (∼10−3 s−1 and ∼2 s−1), similarly to age-forming case, straining 
induced a precipitate size increase and a precipitate number density decrease probably due to an increased number of 
excess vacancies (Fig. 5). In this case, however, an increased strain rate resulted in a smaller dynamic precipitation effect, 
evidencing a different balance between generation and recovery of excess vacancies during plastic straining.

Similar results have been obtained during low-cycle fatigue at room temperature of an underaged 7000 family alloy, 
where dynamic precipitation during straining has been attributed to strain-induced excess vacancies [13].

We can now give an example of a case dominated by shearable precipitates dissolution. In the study of Chen and 
co-workers [24], an Al–Cu alloy was heat treated by a two-stage schedule resulting in a bimodal precipitate distribution 
comprising shearable GP zones as well as non-shearable θ′ precipitates. Monotonic straining of these samples resulted in 
an almost complete dissolution of the GP, probably due to the fact that GP zones are one atomic plane in thickness and 
particularly sensitive to dislocation cutting. Interestingly, the dissolution of these GP zones resulted in an increased level of 
solid solution during the tensile test; this improved the alloy strain hardening and consequently its ductility.

2.3. Heterogeneities after welding

Friction stir welding (FSW) is a solid-state joining process that has now been shown to be well adapted to many age-
hardening aluminum alloys [25]. The process involves both a large amount of strain as well as a temperature exploration 
close to, but below the melting temperature. The combination of strain and heat leads to a highly inhomogeneous mi-
crostructure ranging from an unaffected base material (BM) to a heat-affected zone (HAZ), a thermo-mechanically affected 
zone (TMAZ) and a central zone often called nugget, where heat and deformation lead to the recrystallization of the mate-
rial.

We have already discussed the interactions between precipitation, on the one hand, and heat or deformation, on the 
other hand. FSW of age-hardening alloy is a nice demonstration of the combination of these effects. We will take the 
example of an aerospace AA2050 Al–Cu–Li alloy that is strengthened, as we have already shown, by the formation of 
Al2CuLi (T1) precipitates as thin platelets in the {111} planes of aluminum. From an engineering point of view, one would 
like to have a precipitate microstructure as homogeneous as possible.
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Fig. 5. Evolution of the precipitates Guinier radius, the associated integrated intensity and the resulting number density of precipitates with plastic strain 
for an underaged AA7068 alloy deformed at fast and low strain rate (from [23]).

Fig. 6. Microstructure maps realized in cross-sections of friction stir welds of AA2050 alloy. (a) Map of precipitate thickness in a T8W weld (scale in Å); 
(b) map of precipitate volume fraction in the same T8W weld (arbitrary unit); (c) map of precipitate volume fraction in a T3WT8 weld (arbitrary unit) 
(from [26,27]).

There are (at least) two possible scenarios. Either the sheets are welded in the peak-aged state (T8), or they are welded 
before precipitation (in the naturally aged, T3 state) and are then aged. We will use T8W for the alloy welded in T8 state, 
and T3WT8 for the alloy welded in T3 state followed by a T8 heat treatment.

Fig. 6a and b show cross-sectional SAXS mappings of the precipitate thickness and fraction, respectively, for the T8W 
conditions. Since it was welded in the T8 condition, the base material (outermost regions) presents a homogeneous precip-
itation of Al2CuLi (T1) with a thickness of about 1 nm. Closer to the center, the T1 volume fraction decreases, while their 
thickness increases, up to a point where T1 disappears. This can be attributed to the local temperature evolution alone. This 
is confirmed by the dashed line in Fig. 6a and b, which is an outline of the recrystallized weld nugget.

It seems reasonable to assume that a more homogeneous precipitation state would be obtained for the T3WT8 scenario. 
The fraction of platelets precipitates is now shown in Fig. 6c. The transition from the homogeneous base material to a lower 
fraction central part is now more abrupt, and the fraction does not go to 0, confirming that the microstructure is indeed a 
bit more homogeneous. The central part is still very different from the base material, however. Also, the softer central part 
is now essentially composed by the recrystallized weld nugget. TEM shows that the platelets precipitates in the nugget are 
actually essentially θ′ rather than T1.
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This spatial distribution of phases can be understood with previous sections. On a pre-existing T8 microstructure, temper-
ature elevation above the solvus of T1 explains its dissolution at the center. Farther from the center, where the temperature 
is between the aging temperature and the solvus temperature, the precipitates coarsened and the volume fraction decreased.

For the T3WT8 weld, the welding process had no influence in the BM, HAZ and TMAZ, because it left the material in a 
pre-deformed state that is favorable to the precipitation of T1. In the weld nugget, however, the recrystallization occurring 
during welding has suppressed the dislocations, necessary for the nucleation of the T1 phase, thus favoring θ′ and leading to 
a lower strength after the normal T8 aging. A longer aging, or an introduction of new dislocations by rolling after welding, 
is actually shown to virtually suppress the hardness dip inside the nugget [27].

3. Towards quantitative predictions of microstructure and properties

Classical Nucleation and Growth Theories (CNGTs) are widely used for predicting precipitate size distribution evolutions. 
CNGTs are based on the modeling of the nucleation rate and the growth rate of a precipitate population. In the following, 
the nucleation and growth rate equations will be derived for the simple case of spherical precipitates.

Nucleation The nucleation rate dN/dt gives the flux of precipitates reaching the critical size r∗, above which they are stable 
and grow:

dN

dt
= N0 Zβ

(
r∗)exp

[
−�G∗

kBT

]
I(t) (1)

where N0 is the nucleation site number density, Z is the Zeldovich factor, β(r∗) is the absorption rate at the critical size, 
�G∗ is the energy barrier for nucleation, kB is the Boltzmann constant, T is the temperature and I(t) is an incubation 
coefficient varying from 0 to 1 with I(0) = 0 and I(∞) = 1.

The energy barrier �G∗ and the Zeldovich factor are given, for spherical precipitates, by [28]:

�G∗ = 16

3
π

γ 3

(�gch + �gel)
2

(2)

Z =
√

�G∗
P

3π × kB × T
× vP

at
4
3 π × r∗3

(3)

where γ is the precipitate/matrix interfacial energy, �gel is the elastic misfit energy, �gch is the driving force for precip-
itation and vP

at is the atomic volume of the precipitate. For a precipitate containing N elements, the driving force is given 
by:

�gch = 1

vP
at

N∑
j

X P
j

[
μ j(X j) − μ j

(
Xi

j

)]
(4)

where X P
j is the solute atom fraction of precipitates and μ j(X j) is the chemical potential of element j in the solid solution 

of concentration X j (Xi
j is the solute concentration at equilibrium at the matrix/precipitate interface). Chemical potentials 

can be estimated from thermodynamic databases or from solubility products in the literature.
The absorption rate β(r∗) has been derived by Russel, assuming that the limiting reaction rate is the reaction at the 

interface; it has been later generalized for multicomponent systems [29,30]:

β
(
r∗) = 4πr∗2

a4

(∑
j

XP
j

D j X j

)−1

(5)

where D j is the diffusion coefficient of element j and a is the lattice parameter.
When the absorption rate is limited by long range diffusion, the following equation must be used:

β
(
r∗) = 4πr∗

vM
at

(∑
j

X P
j

D j X j

)−1

(6)

In aluminum alloys, the use of Eq. (6) is preferred (see, for example, refs. [31–33]).
The incubation coefficient I(t) takes the form: I(t) = 1 − exp(−t/τ ) – see, for example, [34]. Note that this form is only 

valid for isothermal treatments and that the precise value of the incubation time depends on the initial short-range order 
of the solid solution.
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Growth The growth equation of spherical precipitates is obtained via Fick’s diffusion equation assuming a stationary solute 
concentration profile of element j and equilibrium at the matrix/precipitate interface:

dr

dt
= D j

r

X0
j − Xi

j(r)

αX P
j − Xi

j(r)
(7)

where α is the ratio of atomic volumes of matrix and precipitates: α = vM
at/v P

at and X0
j is the alloy composition of element j. 

The equilibrium solute concentrations Xi
j(r) are given by the Gibbs–Thomson equation (see [35,36]):

∑
j

XP
j

[
μ j

(
Xi

j(r)
) − μ j

(
Xi

j(∞)
)] = 2γ vP

at

r
(8)

Implementation Classical implementations of CNGTs are described by the so-called numerical model of Kampman and Wag-
ner (KWN) [37]. They have been more recently implemented in the form of a “multi-class” open software (“Multi-Preci” in 
[38] and “PreciSo” in [29,30]). They are also proposed as accomplished commercial software packages (“Matcalc” in [39–41]
and “TC-Prisma” in [42]).

At each time step, if the number of nuclei is larger than a critical value, a new class of precipitate is created with 
number density Ni = dN/dt × �t . Then all existing classes grow according to the solution to the non-linear system formed 
by Eqs. (7) and (8), leading to Ri(t + �t) = Ri(t) + dr/dt × �t . Finally, the mass balance is performed to update the solute 
content of all solute species X j via:

X j = X0
j − αXP

j f P

1 − α f P (9)

where f P is the volume fraction of the precipitates: f P = ∑
i 4/3πR3

i Ni .
In order to get a smooth precipitate size distribution, it is sometimes necessary to add a new precipitate class between 

two existing ones or, possibly, to delete an existing class. Details on class management can be found in refs. [29,30].
The integration time step �t is also optimized in such a way that it can increase exponentially (to correctly describe 

coarsening where precipitate mean radius varies as 〈r〉 ∝ t1/3 and also decrease when time integration leads to unphysical 
results (e.g., negative solute concentrations).

Limits of CNGTs CNGTs are based on some important assumptions and contain limitations that hinder their application to 
simple systems:

– in its basic formulation, interfacial energy is isotropic and precipitates are spherical, which is far from reality in some 
systems (e.g., AlCuLi),

– elastic misfit energy or external stress effects are poorly described and often not explicitly accounted for, leading to an 
unphysical concept of “effective” interfacial energy,

– calculation of nucleation rate is based on monomer (single solute atom) diffusion,
– calculation of nucleation rate is based on Boltzmann statistics, which is valid for small super-saturations,
– diffusion fields around precipitates are supposed to be infinite (no impingement), which is not the case when the 

volume fraction of precipitates is more than a few percent,
– diffusion fields are supposed to be spherical, which does not hold for non-spherical precipitates or for precipitates 

growing on crystal defects (e.g., dislocations, grain boundaries).

In the next section, we will discuss recent attempts to overcome some of these difficulties.

3.1. Beyond classical nucleation and growth theories

3.1.1. Cluster Dynamics
Classical Nucleation Theory is closely related to Cluster Dynamics: many assumptions that are introduced in the classical 

nucleation rate equations are naturally embedded in the cluster dynamics formalism. While classical nucleation theory is 
generally coupled with a CALPHAD description of the solid solution free energy that generally ignores any short-range order, 
cluster dynamics allows a description of the short-range ordering within the solid solution, which ultimately gives birth to 
supercritical nuclei.

Assuming that the exchange between clusters/precipitates is limited to monomers (i.e. solute atoms solvated by alu-
minum atoms), the time evolution of the atomic fraction of a cluster containing n solute atoms (also called an n-mer), Cn , is 
given by the master equation:

∂Cn = Cn−1βn−1 − Cn(αn + βn) + Cn+1αn+1 (10)

∂t
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where βn is the n-mer absorption rate (the same as the one used in Eq. (1); it is calculated using Eq. (6) for aluminum 
alloys), and αn is the emission rate.

Equivalently, this master equation can be written in terms of exchange fluxes between clusters:

∂Cn

∂t
= Jn−1→n − Jn→n+1 (11)

where the exchange flux between n-mer and n + 1-mer is:

Jn→n+1 = Cnβn − Cn+1αn+1 (12)

At equilibrium, all fluxes Jn→n+1 must vanish and the emission rates can be deduced from the equilibrium cluster concen-
trations:

αn+1 = Cn

Cn+1
βn (13)

where Cn is the n-mer equilibrium fraction for a given temperature and concentration.
The equilibrium fraction, Cn , is expressed as a function of the n-mer cluster free energy, Gn , and of the effective chemical 

potential μ:

Cn = exp

(
− Gn − nμ

kT

)
(14)

where

μ = μsolute − μsolvant (15)

As demonstrated by the pioneering work of Perini, Jacucci and Martin [43], based on accurate Monte Carlo calculations 
applied to cubic clusters containing less than twenty atoms, the usual description of the free energy as a simple sum of a 
volume term and a surface term (as used in classical nucleation and growth models) no longer holds for such cluster sizes. 
It was shown that the free energy of an n-mer is best fitted by the following expression:

Gn = an + bn2/3 + cn1/3 + d (16)

The values of a (volume term), b (surface term proportional to the surface energy), c (corner term), and d are adjusted to 
reproduce the free energy values calculated by a Monte Carlo scheme of an n-mer embedded in a pure solvent at a given 
temperature. Applying the same calculation scheme to larger clusters (up to 400 solute atoms) over a large temperature 
range, Lépinoux [44] showed that this equation is still applicable provided that, at low temperatures, the size range on 
which the fitting procedure is applied is split into two parts (typically clusters containing less than 50 atoms and clusters 
containing more than 50 atoms). This approach has been tested on dilute alloys having an A1 FCC → L12 Al3X ordering 
reaction during a heat treatment.

At the atomic scale, the energetics of these systems can be described by concentration-independent first- and second-
nearest-neighbor effective pair interactions. It is reminded that an effective pair interaction between Al and X is defined 
as:

V i = ε i
Al−X − ε i

X−X + ε i
Al−Al

2
(17)

where ε i
Al−X refers to the ith-nearest-neighbor pair interaction between Al and X.

With this definition, a positive effective interaction reflects a repulsion between the solvent and the solute, whereas a 
negative value reflects an attraction between the solvent and the solute. The L12 phase can be described with a negative 
V 1 and a positive V 2. With this simple V 1-and-V 2 model, an n-mer will consist of its n solute atoms together with all 
the solvent atoms that are first and second nearest neighbor to its solute atoms. At low-enough temperatures, if V 1 is 
sufficiently negative (which will be the case in all the examples considered), the thermodynamic is entirely governed by V 2.

With such a pair interaction model, cluster dynamics approaches have been successfully applied to binary Al–Zr and 
Al–Sc alloys [33]. Comparison between Kinetic Monte Carlo and Cluster Dynamics indicates a reasonable agreement provided 
that the solute concentration is lower than a few tenths of atomic percent, as shown in Fig. 7.

An n-mer can have different enthalpy levels depending on its conformation. At 0 K, a cluster will be in its lowest 
enthalpy conformation (the most compact one) but, as temperature increases, higher enthalpy levels can be occupied as 
they are stabilized by entropy. The free energy of a cluster is therefore temperature dependent; it is also a function of the 
total solute content in the solid solution.

Indeed, when dealing with a very dilute alloy, the center of gravity of a given n-mer that is fluctuating in the solid 
solution can be placed on any lattice site; however, as the alloy concentration increases, more and more sites will be 
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Fig. 7. Comparison between Cluster Dynamics and Kinetic Monte Carlo precipitation simulations in Al–Sc for Sc content ranging from 0.2 to 1.25 at% at a 
temperature of 450 ◦C (from [33]). The predicted density of Al3Sc precipitates, Np/Ns , is given as a function of time t .

occupied/excluded by other clusters, and the center of gravity of a given n-mer can only be placed on a limited fraction of 
sites [45–47]. This phenomenon is referred to as cluster exclusion; it is ignored in classical nucleation theory. A monomer 
that is surrounded by 12 first nearest neighbors and 6 second nearest neighbors has, for example, an exclusion volume of 
19 atoms; a dimer has an exclusion volume of 32 atoms. . .

A simple approach to capture this effect is to assume that the free energy of an n-mer is the sum of its free energy in the 
very dilute case and of a corrective term taking into account the exclusion of the whole cluster population (details of the 
calculation are given in [45]). This correction is accurate enough provided the solute content is lower than approximately 
1 at%.

When the solute concentration is higher than approximately 1 at%, it is not possible to have a simple additive correction 
term to the total free energy of an n-mer; the fact that each conformation of an n-mer has a different exclusion volume 
cannot be ignored anymore.

In general, the equilibrium atomic concentration of an n-mer, Cn,i , having an enthalpy hi and a degeneracy dn,i can be 
written:

Cn,i = Mn,i dn,i e−(hi−nμ)/kT (18)

where Mn,i is the fraction of the lattice site where the center of gravity of an n-mer in conformation i can be inserted.
For the monomer, i.e. a solute atom having only solvent atoms as first and second nearest neighbors, there is only one 

conformation, and we get the following equation:

C1 = M1e−(6V 2−μ)/kT (19)

For low-enough temperatures or dilute-enough alloys, the value of M1 can be derived from a low-temperature expansion 
(LTE) [48,49]. If we retain enthalpy terms lower than 22V 2 in the expression of C1, we get the following expression for M1:

M1 = 1 − 19e− (6V2−1μ)

kT − 96e− (10V2−2μ)

kT − 663e− (14V2−3μ)

kT + 908e− (12V2−2μ)

kT (20)

The first three negative terms represent exclusion from respectively monomers, dimers, and trimers (also named counter-
terms in the LTE method). The fourth term is positive and represents a correction term linked to the exclusion of two 
monomers. As mentioned earlier, the LTE expressions can only be used for dilute-enough alloys (below a concentration 
of 0.5 at% with the LTE mentioned above). It must be remembered that M1, which can be easily measured during KMC 
simulations, can be lower than 0.1 in very concentrated alloys [46,47].



C. Sigli et al. / C. R. Physique 19 (2018) 688–709 699
Fig. 8. Effect of the solid solution content on the energy occupancy frequencies of a 64-mer predicted by the Monte Carlo method at 200 ◦C.

Fig. 9. (a) Dependence of the (100) A1–L12 interface energy with temperature for Al3Li in Al. (b) Predicted variation of the diffuse interface width with 
temperature.

This exclusion effect is illustrated in Fig. 8, where we compare the energy levels occupied by a 64-mer at 200 ◦C in two 
cases: the 64-mer is immerged into pure aluminum or into a 6.54 at% Li solid solution. For this system, the value of the 
effective pair interaction V2 is taken from Garland and Sanchez [50]. As can be observed, the enthalpy levels occupied by 
the 64-mer are significantly higher in the dilute case than the ones occupied in the 6.54 at% Li case. This is due to the 
fact that the higher energy levels occupy larger volumes and are less easy to insert in the solid solution due to the volume 
exclusion of the whole cluster population.

For alloys with a solute concentration higher than approximately 1 at%, it is necessary to tackle the precipitation model-
ing at an atomic scale using a Kinetic Monte Carlo approach, which is presented in &2.2.1.

Cluster Dynamics generally considers the adsorption or emission of a monomer from an n-mer. While this simple picture 
is often correct, it is not the only possible case. Indeed, in some alloys, it is necessary to account for the mobility of clusters 
of size larger than one solute atom to correctly reproduce KMC simulations [51,52] and, in such situations, the event-based 
Monte Carlo technique developed by Jourdan et al. is a promising approach [53].

3.1.2. Surface energy
The nucleation rate, and to a lesser extent the coarsening rate, are critically dependent on the precipitate/matrix interface 

energy. The latter is often assumed to be temperature independent and is tuned to reproduce the measured precipitate 
coarsening rate.

It must be emphasized, however, that the characteristics of the precipitate/matrix interface can strongly depend on 
temperature. An analysis performed by Asta [54] using V 1 and V 2 values from Garland and Sanchez [50] indicates that the 
interface energy of Al3Li is reduced by a factor of two when the temperature is raised from 0 ◦C to 200 ◦C, as shown in 
Fig. 9a.

Although the effective pair interactions were chosen to be temperature independent, the resulting precipitate/matrix 
interface energy decreases significantly with temperature, which, in turn, will have a tremendous impact on the nucleation 
rate. This decrease is explained by an increasing roughening of the A1–L12 interface with temperature, which stabilizes the 
interface. The width of the diffuse interface has been calculated as a function of temperature for a (100) interface using an 
equilibrium Monte Carlo scheme, and the result is shown in Fig. 9b. As can be seen, this width reaches 10 unit cells (4 nm) 
for Al3Li at 200 ◦C.
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Fig. 10. Evolution of the cube radius with time during an aging at 225 ◦C for three binary alloys 2.1, 2.45, and 3.1 wt% Li (from [55]).

3.1.3. Overlap of diffusion fields
An important phenomenon that affects the coarsening rate of alloys with large solute contents is the overlap of diffusion 

fields; for binary Al–Li alloys, is it indeed observed [55] that the overall coarsening rate not only depends on temperature, 
but also depends on the density of precipitates (see Fig. 10). Glickman, Wang and co-workers [55,56] have proposed a 
multiplicative correction term, φ, on the growth/dissolution rate of a precipitate of radius R , which depends on a “diffusion 
screening” length, R0, and on the precipitate fraction, f , and which reproduces experimental observations.

φ =
(

1 + R

R0

)
with R0 =

√
〈R3〉

3〈R〉 f
(21)

3.1.4. Morphology of non-spherical precipitates
Efforts have been devoted to improving the CNGTs to account for more realistic shapes frequently observed in aluminum 

alloys (i.e. needles, plates). First of all, it is interesting to note that the physical origin of the precipitate morphology is not 
fully understood yet. The main factors influencing the shape of the precipitates are: (i) the anisotropy of the surface energy, 
(ii) the strain incompatibility of the precipitates and the matrix, and eventually (iii) the anisotropy of the elastic constants 
of the matrix and of the precipitates.

CNGTs do not claim to predict the actual shapes of precipitates, but rather to account for it in order to get more accurate 
nucleation and growth rates. Hillert [57] assumed steady-state growth and solved Laplace’s diffusion equation around the tip 
of a plate and a needle. Simultaneously, Ham [58] proposed a slightly different expression for oblate and prolate ellipsoids. 
The general form of the growth equation for non-spherical precipitates is given by:

dr

dt
= f

D j

r

X0
j − Xi

j(r)

αXP
j − Xi

j(r)
(22)

where f is a factor accounting for the non-spherical shape of the precipitates. Hillert’s estimation has the advantage of 
proposing a simple form for this factor ( f = 1/2 for a plate and f = 3/4 for a needle). Unfortunately, it does not degenerate 
into f = 1 for a sphere.

The Gibbs–Thomson equation is also modified due to the non-spherical shape of precipitates,

∑
j

XP
j

[
μ j

(
Xi

j(r)
) − μ j

(
Xi

j(∞)
)] = 2gγ vP

at

r kBT
(23)

where g is another correction factor. In a recent contribution, based on a numerical 3D resolution of the diffusion equation, 
Holmedal et al. [59] proposed values for factors f and g , functions of the shape factor of ellipsoids. Similarly, Kozeschnik 
et al. [60] modified their evolution equations based on thermodynamic extremum principle and introduced cylindrical pre-
cipitates of various shape factors.

Bardel et al. [61] modeled the precipitation of needle-shaped β ′ of shape factor ξ = l/rp (where l is the total precipitate 
length and rp is the tip radius) in a 6061 alloy. They used the simplified factor f = 3/4 of Hillert and proposed a factor 
g = 4ξ/(3ξ − 2) with a constant ξ = 11 value based on SANS experiments. They successfully compared the evolution of 
radius and volume fraction for various non-isothermal treatments.

More recently, Meyruey et al. [62] performed an extensive TEM investigation of β ′′ and β ′ precipitates in an Al–Mg–Si 
alloy with Si excess. They analyzed hundreds of precipitates and demonstrated a linear variation of the precipitate shape 
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Fig. 11. Shape factors versus precipitate length in an Al–Mg–Si alloy with Si excess from TEM analysis [62].

Fig. 12. TTT diagram of an Al–Mg–Si alloy with Si excess: comparison between experiments from [62] and KWN model with non-spherical precipitates 
(from [63]).

ratio with the length l (see Fig. 11). Two populations were identified as β ′′ (ξ = 0.4 nm−1l + 2.4) and type-B precipi-
tates (ξ = 0.1 nm−1l + 2). From these shape factors and using the same f and g factors as Bardel et al. [61], they could 
successfully predict the TTT diagram of this alloy [63] (see Fig. 12).

3.2. Atomic-scale modeling

3.2.1. Rigid lattice
As already mentioned, for alloys with a solute concentration higher than 1 at%, it is advised to tackle the early stages 

of precipitation at the atomistic scale with a Kinetic Monte Carlo (KMC) approach in order to capture the strong exclusion 
effects on each n-mer; upscaling the model with cluster dynamics can be performed when, approximately, nucleation is 
finished; the exact moment when upscaling can be performed is beyond the scope of this paper.

In what follows, we give an example of a KMC simulation for a binary Al-4.75 at% Li alloy aged 2000 h at 85 ◦C. The 
thermodynamic description of the system is similar to that in Garland and Sanchez (V 1 = −2V 2), with a slightly higher 
value of V 2 in order to better reproduce the lithium solubility assessment of Noble and Bray (V 2 = 1871 J/mol instead 
of V 2 = 1745 J/mol). The kinetic Monte Carlo scheme used in this study assumes a direct exchange mechanism between 
the first nearest-neighbor atoms to simulate the diffusion process (Kawasaki dynamics). This approach is the simplest that 
can be implemented and needs very few input parameters: V 1, V 2, two parameters describing the diffusion coefficient of 
lithium in aluminum and the saddle-point energy barrier in pure aluminum. This scheme is much better than any mean 
field model to describe the early stages of precipitation; in general, however, it is advised to use a kinetic Monte Carlo 
scheme using a vacancy inside the Monte Carlo box, which allows the description of more complex diffusion paths.

The diffusion coefficient of Li is taken from Wen [64], with a pre-exponential factor of 1.55 · 10−5 m2 s−1 and an ac-
tivation energy of 119.2 kJ/mol. The migration barrier energy of pure aluminum is 0.6 eV. The predictions of the model 
are presented in Fig. 13; they compare very well with SAXS measurements performed after 1000 h and 2000 h of aging at 
85 ◦C.

For industrial applications, this model is coupled with an empirical Avrami-type precipitation model for the Al2CuLi (T1) 
phase that takes into account the effect of stretch on the precipitation kinetics: after an aging treatment of a given Al–Cu–Li 
alloy, the Li left in solid solution is calculated and used as an input for the Kinetic Monte Carlo model; it is then possible to 
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Fig. 13. Predicted evolution of the size of Al3Li precipitates during long-term aging at 85 ◦C, as compared to SAXS.

predict the extent of precipitation of Al3Li (δ′) after long thermal exposition at 85 ◦C. This type of simulation is very useful 
because, in some cases, it is advisable to completely suppress the formation of AL3Li during this exposition.

3.2.2. Relaxed lattice
As explained in the former section, atomistic simulations of precipitation help to overcome many limitations of mean 

field approaches (i.e. precipitate chemistry, morphology, diffusion fields, etc.). However, the influence of stress on precipita-
tion and elastic misfit still remains a difficult problem with rigid lattice simulations (i.e. Monte Carlo).

Molecular Dynamics (MD) is the simplest way to relax the constraint of a rigid lattice. Its limited simulation time (of 
the order of a few ns with the fastest empirical potentials) makes it, however, impractical to use as a predictive tool for 
precipitation kinetics. To date, only a few contributions are devoted to the study of precipitation in aluminum alloys with 
relaxed lattice at the atomic scale. Among these, we can cite Hu et al. [65], who developed an interatomic potential and 
predicted surface energy, shape, and formation enthalpy of θ′ precipitates in Al–Cu alloys.

Two strategies are currently under development.

(i) Acceleration of MD: many methods are proposed to save simulation time and concentrate on rare events driving the 
kinetics of the system (among which one can cite temperature-accelerated dynamics, parallel replica dynamics, hyper-
dynamics (see the review of Uberuaga, Perez and Voter [66] and the recent focused issue of JMR [67]). These methods 
are, however, currently limited to ps to ms, which is still too small for studying precipitation kinetics.

(ii) Coupling KMC with MD: KMC and MD are indeed two very complementary techniques: the first one is fast, but stresses 
are not accounted for, and the second one is just the opposite. Among these relaxed KMC methods, adaptive KMC [68], 
k-ART [69], and self-evolving atomistic KMC [70] are examples of recent developments, essentially applied to surface 
science and/or nuclear applications.

Application of such methods to aluminum alloys is still an open field that will certainly be tackled in the next few years.

3.3. Mechanical modeling of yield stress and hardening

The link between precipitate microstructures and the resulting yield strength is complex to understand quantitatively 
because it depends on numerous factors: first and foremost, of course, the type of interactions between precipitates and 
dislocations, sheared or bypassed. In the former case, it depends on whether the strength is controlled by the creation of an 
additional interface with the matrix, by the creation of a fault within the precipitate, by the elastic interaction between the 
precipitate and the dislocation, or by an elastic modulus difference between the two phases. However, additional parameters 
should be considered as well, namely the geometry of precipitates, their spatial distribution and orientation with respect 
to the glide planes, the size distribution of the precipitates. Of course, things become even more complex when several 
sets of obstacles are present, in which case the question of addition laws should be answered. Despite this complexity, 
considerable progress has been made in the last 10 years on this understanding, particularly because of the improved 
access to quantitative microstructure evaluations that can be used as a sound basis for comparing with models. Making a 
complete review of precipitation strengthening models and their application to aluminum alloys is beyond the scope of this 
article, so that we will give only a few examples of models compared with experiments in a few representative alloys.

Yield strength The yield strength of aluminum alloys is the result of four contributions added to the Peierls friction term σ0: 
(i) the grain boundaries �σG = ky/

√
φ, known as the Hall–Petch effect, where ky is a constant and φ is the grain diameter; 

(ii) the solid-solution strengthening �σss = k j X2/3
j , where k j is a constant and X j is the solute content of element j; 

(iii) the forest term �σd = Mαμb
√

ρ , where M is the Taylor factor, α is a constant of the order of 0.25–0.5, μ is the 
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shear modulus of aluminum, b is the Burgers vector and ρ is the dislocation density; (iv) the precipitate hardening effect 
�σP =

√
�σ 2

sh + �σ 2
bp, where �σsh and �σbp are the contributions of sheared and bypassed precipitates, respectively. In a 

first approximation, these contributions can be added with a relatively simple addition law:

σy = σ0 + R, with R = �σG + �σss +
√

�σ 2
P + �σ 2

d (24)

Based on areal glide simulations, more refined addition laws are available, taking into account the details of the relative 
obstacle strengths and number densities in the glide plane [71]. Depending on the precipitate shape (sphere, rods, plates), 
repartition in the shear plane, and distributions (monodisperse or polydisperse), many expressions of precipitate strengthen-
ing can be found in the literature. The most used approach is the mean field model developed by Friedel [72] and improved 
by Kocks et al. [73]. The main advantage of such approach is that the input parameters of the mechanical model are the 
output parameters of precipitation models or characterization, i.e. the precipitate size distribution and shapes.

On a polycrystalline material, the relation between the macroscopic stress increase �σ and the resolved shear stress τ
is �σ = Mτ . The stress increment due to precipitates is finally:

�σP = M F P

bL
(25)

where F P is the force acting on the dislocation and L is the precipitate spacing. Depending on the interaction mechanism, 
F P can have different expressions. For bypassed precipitates, F P = 2Γ = 2βμb2 (Γ is the line tension, μ is the shear 
modulus of aluminum and β is a proportionality factor), leading to:

�σ bp = 2Mβμb

L
(26)

For sheared precipitates, F sh = kμbr (r is the average intersect radius of precipitates within the shear plane; in the case of 
spheres, it is related to the precipitate radius R through r = Rπ/4). If precipitates are sheared, the distance L = Lsh between 
obstacles that interact with the dislocation line now depends on the radius of curvature of the dislocation, which itself 
depends on the applied stress. Friedel [72] gave an estimation of Lsh (Lsh = √

2Γ/(F shNa), where Na is the surface density 
of obstacles in the shear plane), leading to:

�σ sh = M

b2
√

2βμ

√
F sh3Na (27)

The case of monodisperse spherical precipitates of radius r is a commonly used approximation, leading to:

�σ bp = Mβμb

r

√
6 f v

π
�σ sh = Mπμk3/2

16

√
3 f vr

βb
(28)

A relatively simple alloy system for the study of the shearing-to-bypassing transition is the Al–Zn–Mg–Cu system. Precipi-
tates are relatively close to a spherical morphology; even though the η′ precipitates have a plate morphology, their length 
remains at all times much smaller than their separation, so that they can be safely considered as isolated precipitates. Sec-
ondly, the evaluation of the strain hardening capacity as a function of heat treatment duration shows that the peak strength 
in this system coincides with the shearable-to-non-shearable transition [74]. Namely, as soon as peak hardness is passed, 
strain hardening dramatically increases at small strains as the result of the storage of geometrically necessary dislocations 
around non-shearable precipitates. In this case, the application of the above-mentioned models to shearable precipitates 
below the transition radius of 3.3 nm and for non-shearable precipitates above this radius yields an excellent agreement 
with microstructure data (size and volume fraction) from SAXS, as shown in Fig. 14. Only at peak strength is the model 
prediction higher than experimental data because the existence of a precipitate size distribution was not taken into account 
in this particular case. However, models exist to include this effect as well [75]. One should note that the existence of a 
peak strength, predicted to coincide with the shearable to non-shearable transition of Eq. (28) can arise in situations where 
this transition does not happen, or only for much larger precipitate sizes. In fact, peak strength is controlled by the satura-
tion of obstacle strength. While the theory described before predicts this saturation to occur at twice the line tension (and 
therefore when precipitates become non-shearable), saturation could well occur at lower obstacle forces in the shearing 
regime. It has been actually proposed that, in some 6000-family aluminum alloys, precipitates remained shearable beyond 
peak strength [76,77].

The advantage of the approach presented above is that more complex geometries of precipitate–dislocation interactions 
can be accounted for. If precipitates are rods of length l and radius r aligned in the 〈100〉 directions and the shear planes 
are the {111} planes (see Fig. 15), the precipitate yield strength increase is then:

�σ bp = 2Mβμb

r

√
6 f v

π
�σ sh = 31/8Mμk3/2

√
f vr

2πβb
(29)
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Fig. 14. (a) Evolution of yield strength as a function of aging at 160 ◦C in AA7449, compared with the predictions of a model for a shearing-to-bypassing 
transition, based on the quantitative characterization of precipitates by SAXS, as shown for the precipitate size in (b) (data taken from [74]).

Fig. 15. Disposition of rods aligned in the 〈100〉 directions; the shear planes are the {111} planes (from [61]).

Fig. 16. Calculated and measured yield strength vs. the maximum temperature of the welding treatment (from [61]).

Bardel et al. adapted this approach to the case of β ′′ precipitates in a 6061 alloy accounting for the whole precipitate size 
distribution of rods (Ni is the number density of rods of length li and radius ri ) aligned in the 〈100〉 directions (see Fig. 16) 
[61]. It was then assumed that precipitates smaller than ric were sheared, whereas larger ones were bypassed. The yield 
strength increase is then:

�σ bp = √
2Mβμ

√∑
i>ic

Nili �σ sh = 3
1
8 Mμk

3
2

√∑
i<ic

Nili

2βb

(∑
i<ic

Nili∑
i<ic

Ni

) 3
2

(30)

The case of plate-like precipitates, however, requires a different modeling approach, since the precipitates cannot be 
considered as point obstacles when they interact with dislocations. In 2000-family alloys, most precipitates are indeed 
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Fig. 17. (a) Schematic representation of the shearing mechanism of a T1 precipitate by a dislocation; (b) corresponding high-resolution HAADF–STEM image 
in an AA2198-T8 alloy; (c) description of the yield strength evolution during aging at 155 ◦C based on this mechanism (from [80]).

plate-shaped. Nie and Muddle showed [78] that, under such geometry, the strengthening potential depends strongly on the 
habit plane, as well as on the aspect ratio of the precipitates. However, the details of the strengthening potential depend 
essentially again on the precipitate–dislocation interaction.

In the case of non-shearable precipitates (such as θ′ in Al–Cu), the strengthening problem becomes purely geometric. An 
important factor is the space remaining between the plates, which becomes the channels for dislocations to glide. Da Costa 
Teixeira et al. [79] made a quantitative assessment of the evolution of such spaces with aging and found a quantitative 
agreement with measured yield strengths in the Al–Cu system.

The situation becomes more complex when precipitates are shearable, which is the case for T1 precipitates in Al–Cu–Li 
alloys [22]. This system is interesting because the peak strength does not coincide with the shearable-to-non-shearable 
transition. A relatively simple description of the strengthening in this case can be made by considering the energetic cost of 
shearing, namely the creation of a step at the precipitate/matrix interface, as well as the creation of a stacking fault within 
the precipitate (see Fig. 17). A model has been developed to describe the strengthening by such precipitates [80], refining 
a model first developed by Nie and Muddle [81], and based on Friedel statistics for the obstacle/dislocations interactions. 
This model is capable of describing precisely a wide range of microstructure/strength relationships where the precipitate 
characteristics have been varied independently, namely their thickness, diameter, number density, and volume fraction. 
According to this model, the maximum strength is obtained in this alloy for a maximum volume fraction of precipitates with 
a one-unit cell thickness, thereby requiring the highest amount of step formation during the shearing of these obstacles by 
dislocations. When precipitate thickening occurs (heat treatment at 190 ◦C in Fig. 17c), the strength is rapidly observed to 
decrease.

Strain hardening is also an important feature of aluminum alloys for manufacturing and/or optimization of final proper-
ties. It is the result of an isotropic component R due to the interaction between dislocations–defects interactions and one 
(or more) kinematic contribution(s) X due to the piling-up of dislocations on defects (e.g., grain boundaries, precipitates). 
These contributions can be introduced into an elastoplastic framework, where the stress σ is related to the plastic strain 
εp and the total strain ε through σ = E(ε − εp), where E is the Young modulus. A yield function f delimiting the elastic 
domain is introduced:

f (σ , X, R) = |σ − X | − (σ0 + R) (31)

In the elastic domain ( f < 0) and during plastic flow, f = 0. The normality rule provides the rate and direction of the plastic 
flow:
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Fig. 18. Comparison between experimental and simulated cyclic deformation after two extreme thermal treatments on an AA6061 alloy: T6 and T6+heating 
at 560 ◦C (from [86]).

ε̇p = λ̇
∂ f

∂σ
= λ̇Sign(σ − X) (32)

where λ̇ is the plastic multiplier, also defined as the norm of the plastic strain rate or the cumulative plastic strain rate 
λ̇ = |ε̇p| = ṗ. It is determined by the consistency condition f = 0 during the flow, combined with Eqs. (31) and (32).

Isotropic hardening can be described by the classical Kocks–Mecking–Estrin (KME) [82,83] framework. It is based on a 
constitutive equation describing the evolution of the dislocation density ρ with strain:

∂ρ

∂ p
= (k1

√
ρ − k2ρ) (33)

where k1 and k2 are constants describing work hardening and dynamic recovery.
Sinclair et al. [84] proposed an adaptation of the KME formalism in order to account for the contribution of grain 

boundary dislocations. They added an additional term in Eq. (33) to describe the efficiency of dislocations stored at the 
boundary with respect to forest hardening.

First introduced by Estrin [83] and later improved by Simar et al. [85], the contribution of Orowan loops to hardening 
was expressed as an additional term in Eq. (33). This version is also used by Fribourg et al. [74] for cyclic hardening in the 
presence of a distribution of precipitates.

Several authors accounted for the presence of precipitates in the estimation of the recovery parameter k2 (see [83]). 
Simar et al. [85] stated that the presence of Orowan loops increases the stress field around precipitates, favoring cross-slip, 
thus leading to an amplification of dynamic recovery.

Kinematic hardening may be explained by dislocations pile-up on grain boundaries or precipitates. Based on the work 
of Sinclair et al. on grain boundary kinematic hardening [84], Bardel et al. [86] developed a specific framework for the 
kinematic hardening on precipitates and proposed a coupled equation:

Xppt = χ
f bp
v

lbp
nppt with

∂nppt

∂εp
= M

lbp

b
√

3

(
1 − nppt

n∗
ppt Sign(ε̇p)

)
(34)

where χ is a constant, lbp is the distance between bypassed precipitates, n∗
ppt is the maximum number of Orowan loops 

stored around precipitates.
Bardel et al. [86] accounted for isotropic and kinematic hardening and predicted the cyclic behavior of a 6061 alloy 

after various non-isothermal heat treatments. The precipitation model provides input parameters to the yield stress and 
hardening models. Fig. 18 compares the cyclic behavior of two samples at two different states: T6 (fully precipitated) and 
T6+heating at 560 ◦C (fully dissolved). The model is able to reproduce both yield stress and kinematic/isotropic hardening.

4. Perspectives

4.1. Combinatorial approaches

The number of parameters to be optimized in the design of a new alloy is very large. In typical age-hardening aluminum 
alloys, the number of solute species involved in the hardening precipitates lies between three and five (Al–Mg–Si–Cu, Al–
Zn–Mg–Cu, Al–Cu–Li–Mg–Ag–Zn). New prospects for the development of high-temperature aluminum alloys also involve 
designing solute combinations with different diffusivities that could be activated at different temperatures. In addition to 
the complexity of adjusting the composition of a new alloy, the processing parameters to be adjusted are also numerous: 
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homogenization and solution treatment conditions, quenching rate, degree of pre-deformation, duration of natural aging, 
temperature (possibly multi-step) of the aging treatments. Thus, when modeling alone cannot provide a self-standing opti-
mization of all these parameters, experimental approaches must work on the efficiency of the exploration of the alloy design 
space. Currently, combinatorial approaches are rapidly developing to answer this need. Although these approaches can en-
compass many different strategies (for a review, see in the same volume the paper dedicated to combinatorial approaches 
[87]), a particularly useful approach consists in fabricating materials with compositional gradient and/or materials with gra-
dients of processing parameters (e.g., strain) and subsequently evaluate by a spatially resolved experimental technique (e.g., 
X-ray diffraction) the microstructure that develops in the different locations of these gradient materials. These approaches 
have been recently applied to the understanding of the effect of deformation and solute content on the clustering and 
precipitation kinetics in Al–Cu–Li alloys [88,89].

4.2. Modeling: DFT, KMC, and upscaling

The binary alloy atomistic energy description introduced in the previous sections is relatively simple. It consists of first-
and second-nearest-neighbor effective pair interactions. With the progress of density functional theory (DFT) electronic 
structure calculations in speed and accuracy, it is possible to extract these effective interactions from DFT, allowing an 
exploration of the whole periodic table. Two approaches have gained interest to perform this task: the cluster expansion 
method, which has been recently used together with KMC to simulate GPI and GPII zones formation in an Al-2 at% Cu alloy 
[90] and, more recently, the neural network potential method used to investigate early stages of precipitation in Al–Mg–Si 
alloys [91,92]. DFT calculations are performed at 0 K, but it must be kept in mind that, in most instances, the phonon 
contribution to free energy needs to be calculated in order to reach the accuracy needed to reproduce a phase diagram. To 
perform these calculations, it is now possible to use good-quality Open Source Packages such as Quantum Espresso for DFT 
calculations and ATAT to extract a thermodynamic description from DFT results.

The maximum precipitate size or coarsening time that can be simulated by Kinetic Monte Carlo increase with the size 
of the Monte Carlo box. On the other hand, the simulation time dramatically increases with the box size and an upscaling 
of the simulation is needed beyond a certain time.

The above-mentioned tools allow an exploration of the whole periodic table for the identification of new promising 
ancillary or major additions to age-hardening aluminum alloys; these additions are further adjusted with a combinatorial 
experimental approach. Full-scale industrial casting and transformation is necessary to assess, for the most promising com-
positions, the complete set of properties required by a specific application such as corrosion, fatigue, formability, toughness, 
etc.
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